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LUNE AI. Humanities. Social Sciences Fellowship provided Nigerian graduate and 

postgraduate students in humanities and social sciences with an exploration of 

artificial intelligence through assignments, research projects, and coursework in 

NLP, machine learning, creative computing, learning technologies, and AI ethics.  

 

The program offered remote delivery and data stipends. Fellows, through the 

support of expert facilitators and personalized mentors, examined the 

development, implementation, social implications, and real-world impacts of AI 

technologies to develop interdisciplinary approaches and critiques for region-

specific research, methodologies, and tools in low-resource graduate education 

settings focusing on intersections between AI and linguistics, literary and creative 

arts, communication and digital media, public interest research, education, 

community engagement, and legal frameworks.  

 

The fellowship aims to establish a post-fellowship collaborative network of 

Nigerian graduate students conducting technology-focused humanities and social 

sciences research.  

 

 

Scan the QR Code to read more about the fellowship 

Program Overview 
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Since the beginning of ResearchRound, our goal has been to catalyse researchers 

to deliver high quality research. The LUNE Abstracts is one of the first steps, 

among many others, that help us get to that goal. While much of the research 

works published herein are work in progress, they point to the diversity of 

approaches and questions that local researchers are investigating across a wide 

range of disciplines.  

 

I very much appreciate and am grateful for the tireless efforts of our amazing 

team, including Ololade Faniyi, Khadijah Alade, Waliyah Oladipo, Malik Kolade, 

Uchenna Eke-Awa, Kamal Abudu, Adam Yakub, who supported the program’s 

delivery directly or indirectly.  

 

None of the work here would have been possible without the support of the 

fellowship’s primary sponsors - Atlanta Interdisciplinary Artificial Intelligence 

Network and Global Center on AI Governance, and partners UK International 

Development, IDRC Canada and the Africa Observatory on Responsible Artificial 

Intelligence. I am also unreservedly grateful to our faculty, who were unselfish 

with their knowledge and guidance to the fellows and navigators in the program. 

We couldn't thank you enough. 

 

Finally, I’m proud of all the fellows and navigators, whose commitment to 

delivering excellent research, embodies our vision at ResearchRound. The group 

formed a memorable community supporting one another, sharing information, 

having healthy conversations and debates, exploring new perspectives, 

questioning existing perspectives, and taking methodological approaches to reach 

facts that align with local realities. I wish them all the best in their future as they 

continue to take steps to becoming research leaders. 

 

ResearchRound Institute will continue on its mission to building platforms and 

tools for closer and productive relationships among researchers and others who 

are working towards breakthrough ideas that move us forward or breakthrough 

understandings that unlock profound clarity about our local realities.  

 

Yours in the mission,  

 

Habeeb Kolade 

Founder and CEO, ResearchRound Institute  

Letter from the CEO 
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I am proud and excited to present this book of abstracts from the LUNE AI. 

Humanities. Social Sciences Fellowship. The fellowship was an 8-week journey 

that brought together 22 Nigerian postgraduate students to explore the 

intersections between artificial intelligence and humanities and social sciences 

research. Apart from the 15 technology-focused humanities and social sciences 

fellows, during our review process, we identified some standout STEM students 

who joined us as navigators. They supported our fellows with their technical skills 

while advancing their own interdisciplinary research in the humanities/social 

sciences. 

We created this fellowship to bridge the void in critical AI research amidst the AI 

hype globally. We found that the voices and cultural contexts of African scholars, 

particularly those in the humanities and social sciences, remain critically 

underrepresented in global AI discourse.  

This LUNE Fellowship was not designed just to teach AI tools to humanists and 

social scientists, like the “adapt or lose” ventures feeding the hype of this moment 

in our history. But we wanted to provide Nigerian emerging scholars with the 

support, community, and platform to lead conversations about how AI can be 

developed, implemented, and critiqued through distinctly African intellectual 

frameworks. 

Over eight intensive weeks, our fellows engaged with exceptional facilitators and 

mentors, who shared our vision and generously shared their expertise:  

Dr. Chinasa Okolo, Ayantola Alayande, Olanrewaju Samuel, Tejumade Afonja, 

Timilehin Durotoye, Nelson Olanipekun, Frank (Onyeka) Ọnụ, Joy Victor, Dr. 

Najeeb G. Abdulhamid, Kauna Malgwi, Dr Samuel Segun, Paschal Ukpaka, Dr 

Abiodun Modupe, and Dr Ridwan Oloyede. We cannot thank you enough! 

Together, we explored fundamental questions such as: How can natural language 

processing technologies reflect the linguistic diversity of Nigeria's 500+ 

languages? What does ethical AI development look like from an African point of 

view? How might machine learning algorithms be trained to recognize and 

preserve rather than erase cultural nuances? Can AI be deployed ethically and in 

the service of community and justice? How might AI be mapping onto existing 

global inequities to dehumanize African workers? 

Letter from the Research Lead 
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The research proposals and projects in this abstract book, therefore, represent the 

early stages of our fellows and navigators’ visions and offerings for a digital future 

that is authentically representative and ethical. Our fellows and navigators 

examined some of the most pressing questions in Nigeria today in their projects: 

from their approaches to digital preservation of oral traditions to AI-assisted 

policy framework error and harm detection, from AI-assisted text mining of 

Nigerian literature to community-centered AI governance through feminist 

decolonial critiques, from applications in healthcare like personalized Alzheimer's 

treatment and seizure recovery frameworks to decision-making bias in large 

language models, from multimodal frameworks for misinformation detection on n 

social media platforms to climate messaging across Nigeria's major languages, as 

well as philosophical investigations into AI ethics and human dignity. 

Overall, our fellows and navigators have demonstrated that the intersection of AI 

and humanities/social sciences is not just a new hyped direction for research for 

the 2020s, but an important interdisciplinary attempt to mesh fields whose 

academic separation deeply affects our lives and society.  

To our fellows and navigators: Your drive and commitment have been so inspiring. 

We saw your deep sense of responsibility to your communities and cultures, as you 

approached AI not as a neutral tool but as a sociotechnical system that must be 

actively interrogated to reflect African values, epistemologies, and aspirations. 

To the Nigerian and global research community: As you engage these abstracts, I 

invite you to see them not as final projects but as opening statements in ongoing 

conversations about encouraging interdisciplinary research, decolonizing AI, and 

centering African thought in technology development. I also encourage you to 

engage with these works, collaborate with these emerging scholars, and support 

the continued development of technology-focused research that offers alternative 

models of sustainable development beyond overrepresented Euro-American 

methods. 

This fellowship further represents ResearchRound’s model for capacity building in 

low-resource settings. Through remote delivery, data stipends, and personalized 

mentorship, we showed that geographical barriers should not limit access to 

research community-building and interdisciplinary education. We hope the 

collaborative network that emerged among participants, facilitators, and mentors 

will continue to drive this community long after the formal fellowship has 

concluded. 

In conclusion, this fellowship is one proof that the wisdom, creativity, and ethical 
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grounding of humanities and social sciences scholars, especially from Africa, must 

be central, not optional, to technological research and development. 

 

Ololade Faniyi  

Research Programs Lead 

LUNE AI.Humanities.Social Sciences Fellowship  

ResearchRound 
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Fellows 

* The information above was valid at the close of the fellowship. Fellows’ education status and affiliations  

may have changed since the conclusion of the fellowship.  
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Navigators 

* The information above was valid at the close of the fellowship. Fellows’ education status and affiliations  

may have changed since the conclusion of the fellowship.  

Fel-
Fellows have domain background in humanities and social sciences and are exploring 
the intersections of their field with AI. Fellows collaborate with navigators to provide do-
main expertise to participants with background in AI while gaining perspectives for their 
own research projects from them 

Navigators at the Fellowship are fellows who have technical background in computer 
science, AI or related fields and are exploring intersections of humanities and social sci-
ences with their field. Navigators also collaborate with fellows to provide technical di-
rection while gaining perspectives for their own research projects from them.  
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Faculty 
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Abstract 

Effective climate change communication re-

quires inclusive, linguistically representative 

datasets to ensure equitable access to cli-

mate-related knowledge. In Nigeria, a multi-

lingual and multi-ethnic nation home to 

over 500 languages, climate information is 

often disseminated primarily in English, sys-

tematically excluding large segments of the 

population, especially those with limited 

English proficiency or literacy.  As climate 

change increasingly impacts indigenous and 

low-resource language communities, the 

need for localised, culturally relevant climate 

messaging grows more urgent. Yet, existing 

multilingual natural language processing 

(NLP) and machine translation systems lack 

the domain-specific accuracy and contextual 

sensitivity required for such high-stakes 

communication.  

Our work responds by presenting a parallel 

climate messaging dataset in English and 

Nigeria’s three major indigenous languages 

(Yoruba, Igbo, and Hausa). It contains over 

700 climate-related messages, including 

themes like rainfall warnings and flood 

risks. Multilingual sentence embeddings were 

generated using XLM-RoBERTa, followed by 

K-Means clustering to examine cross-

linguistic patterns. Exploratory clustering 

across language pairs (Igbo-Yoruba, Hausa-

Yoruba, Hausa-Igbo) showed observations 

consistent with linguistic typology regarding 

language families. This work advances cli-

mate adaptation efforts while also laying the 

groundwork for developing similar datasets 

in other low-resource Nigerian and African 

languages, promoting greater linguistic inclu-

sivity in climate resilience initiatives.  

Keywords: climate messaging, NLP, ma-

chine translation, indigenous languages, par-

allel dataset  

Introduction  

In many African countries, including Nigeria, 

indigenous language speakers face growing 

threats from extreme weather events, often 

without access to early warnings or critical 

safety information. With climate alerts typi-

cally issued in English, millions are excluded, 

Development of a Parallel Climate Messaging Dataset 
in Igbo, Yoruba, and Hausa with Clustering Analysis 

_______________________________ 
 

Olubusolami Sogunle, Habib Sani Yahaya, Chukwuma Oluebube Peace 
 

____________________________________ 

SCAN TO READ ONLINE 
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making the need for inclusive, localised com-

munication increasingly urgent (Oramah, 

Ngwu, and Odimegwu 2025).   

Nigerian languages are often classified as low

-resource (Nekoto et al. 2020) and lack do-

main-specific corpora in critical fields such 

as climate communication. While advances 

in African natural language processing 

(NLP) have improved tasks like named entity 

recognition (Adelani et al. 2021) and senti-

ment analysis (Muhammad et al. 2022), ef-

forts have largely focused on general applica-

tions, leaving a gap in resources for lifesav-

ing, localised climate alerts. This paper ad-

dresses that gap by developing a parallel cor-

pus of climate-related messages in Hausa, 

Yoruba, and Igbo, three of Nigeria’s most 

widely spoken languages. 

 

Methodology  

The methodology follows these steps:  

1. Data Collection and Curation: A 715-

sentence dataset of climate alerts was 

compiled, focusing on key categories such 

as rainfall warnings, flood risks, and so 

on. English source texts were crafted and 

translated by native speakers (the au-

thors), with external reviewers assessing 

cultural and linguistic appropriateness.  

2. Preprocessing: All texts were cleaned 

and standardised using Python, removing 

inconsistencies in punctuation, spacing, 

and formatting. Basic checks ensured 

translations remained semantically faith-

ful to the original English.  

3. Model selection and Embedding 

Generation: This was required to per-

form analysis on the created dataset. XLM

-RoBERTa was selected for this task as it 

outperformed AfriBERTa and LaBSE in 

clustering and qualitative analysis, which 

were performed on the embeddings gen-

erated from each model.  

4. Unsupervised Clustering: To explore 

structural and topical similarities across 

languages, K-Means clustering was ap-

plied to the sentence embeddings with a 

K=2 value. Pairwise comparisons (e.g., Ig-

bo-Yoruba, Hausa-Yoruba) were analysed 

visually and statistically to observe lan-

guage alignments and divergences.  

5. Visualisation: Dimensionality reduction 

techniques (PCA) were used to visualise 

clustering outputs. These plots offered in-

sight into which language pairs exhibited 

higher structural similarity in the climate 

messages.  

Ethical Considerations  

To ensure linguistic accuracy and cultural 

sensitivity, the Hausa, Yoruba, and Igbo 

translations were produced by native transla-

tors (the authors) and reviewed externally by 

other native speakers. The dataset will be re-

leased under an open license to promote in-

clusivity and broader access for researchers, 

developers, and policymakers working to 

reach non-English-speaking communities. 

Clear documentation of the dataset’s scope 

and limitations is also provided to support 

responsible use and highlight the urgent need 

for greater investment in Nigerian NLP and 

climate communication resources.  
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Findings 

 

Exploratory clustering analysis on the gener-

ated sentence embeddings (from XLM-

RoBERTa), using Principal Component 

Analysis (PCA), revealed patterns in how the 

climate-related messages are structured 

across the three languages. Visualisations of 

the embeddings showed that Yoruba and Ig-

bo translations tended to form clusters in 

closer proximity, suggesting a higher degree 

of structural similarity. In contrast, Hausa 

messages often appeared more distant from 

both, indicating divergence in sentence con-

struction or lexical choice. Figures 1,2,3, and 

4 show these results. 

Figure 1. Hausa-Igbo sentence embedding clusters 

showing divergence 

Figure 2. Yoruba-Hausa sentence embedding clusters 

showing divergence. 

Figure 3. Yoruba-Igbo sentence embedding clusters 

showing similarity in structure  

Figure 4. All three sentence embedding clusters show-

ing varying degrees of structural similarities 

This observation aligns with linguistic theory: 

Yoruba and Igbo are both Niger-Congo lan-

guages, while Hausa belongs to the Afroasiat-

ic family. These typological differences likely 

influence how even concepts such as weather 

events and safety instructions are encoded. 

Also, all sentences were ultimately grouped 

into two primary clusters despite structural 

differences, suggesting shared semantic 

themes or the influence of dataset construc-

tion choices. 
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Interdisciplinary implications  

This work operates at the intersection of arti-

ficial intelligence, linguistics, disaster risk re-

duction, and public policy. From a linguistic 

standpoint, it shows the feasibility of apply-

ing AI tools to indigenous languages for so-

cially impactful use cases, such as early 

warning systems. In climate adaptation and 

public communication, the dataset offers a 

localised tool that enables government agen-

cies and civic technology developers to send 

alerts in the dominant languages of Nigeria. 

From a policy perspective, this work suggests 

that open, multilingual climate datasets 

should become part of Nigeria’s national dis-

aster preparedness strategy. For education 

and research, this dataset can serve as a re-

source for research and discussion in compu-

tational linguistics, AI ethics, and applied 

machine learning within and outside Nigeria.  

Conclusion  

This study presented the development of a 

parallel climate messaging dataset in Ni-

geria’s three major indigenous languages as 

a step toward addressing the digital language 

gap in climate communication. While the da-

taset is limited in size and scope, it lays the 

foundation for more inclusive, localised cli-

mate communication systems and future re-

search on climate adaptation tools.  
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Abstract 

The Hyumbe system is a traditional cultural 

practice of the Tiv in central Nigeria that 

blends social cohesion with agricultural wis-

dom, serving as both a knowledge-sharing 

platform and a unifying activity within com-

munities. However, this important system is 

increasingly at risk due to the pressures of 

modernisation, rural-urban migration, farmer

-herder conflict, and declining interest among 

younger generations. This study explores the 

potential of artificial intelligence (AI) as a tool 

to preserve, revitalise, and reimagine the 

Hyumbe system for future generations. The 

study aims to document existing knowledge, 

amplify community voices, and foster interac-

tive learning experiences that resonate with 

the youth. Key AI tools will be used to collect 

oral histories, simulate traditional practices, 

and support accessible education. The out-

comes include a rich digital archive of the 

Hyumbe system, renewed youth participation, 

and stronger cultural and agricultural conti-

nuity. Ultimately, the study seeks to bridge 

tradition and innovation, ensuring that the 

Hyumbe system remains a living, evolving 

part of community life. 

Keywords: Hyumbe system, artificial intelli-

gence, community-led participation, cultural 

preservation, digital archive 

 

Introduction 

Modernisation, globalisation, rural-urban mi-

gration, and recurring farmer-herder conflicts 

have contributed significantly to the erosion 

and abandonment of various African cultural 

practices. These dynamics often lead to tradi-

tional systems being perceived by younger gen-

erations as outdated or irrelevant (Gyekye 

1997). The Hyumbe system, a dynamic age-

grade farming practice, involves individuals of 

the same age group working together on each 

other’s farms, boosting productivity, ensuring 

food security, and reducing reliance on mecha-

nised farming and harmful agricultural chemi-

cals. Hyumbe also integrates cultural activities 

such as singing, dancing, and storytelling, 

which strengthen community bonds and pro-

vide psychological resilience, foster social co-

hesion, agricultural expertise, and communal 

responsibility in specific African communities. 

Like many indigenous practices, the Hyumbe 

system has seen a steady decline due to socio-

Leveraging AI to Preserve and Advance the Hyumbe 
System through Community-Led  

Participation  

_______________________________ 
 

Josephine Doofan Gande 
____________________________________ 

SCAN TO READ ONLINE 



 economic and political pressures. Among Tiv 

youths, there is a growing disconnection from 

communal traditions such as the Hyumbe, which 

are increasingly viewed as incompatible with 

modern lifestyles and aspirations. According to 

Akor and Okwori (2016), this represents a cul-

tural loss but also disrupts local knowledge-

sharing mechanisms and communal resilience. 

This study therefore aims to integrate AI tech-

nologies with community-led efforts to preserve 

and advance the Hyumbe system. The objectives 

are: to document traditional Hyumbe practices, 

enhance community engagement through digital 

platforms, and encourage continuity of the prac-

tice. 

 

Literature Review 

Existing studies highlight the importance of pre-

serving indigenous agricultural systems for cul-

tural identity and sustainable development. The 

Hyumbe system, as an age grade based practice, 

aligns with other African communal farming tra-

ditions that emphasise collective responsibility 

(Mafeje 1991). However, research indicates that 

modernisation and migration threaten such sys-

tems, with younger generations showing reduced 

interest (Ncube 2018). AI technologies, includ-

ing NLP, machine learning, and AR/VR, have 

been successfully applied in cultural preserva-

tion, such as digitising oral histories and creat-

ing virtual heritage experiences (Smith and 

Jones 2022). Yet, few studies have explored AI’s 

potential in preserving African agricultural prac-

tices through community-led approaches, pre-

senting a gap this study aims to fill. 

 

Theoretical/Conceptual framework 

This study is grounded on a proposed theory: the 

Artificial Intelligence for Indigenous Knowledge 

Systems (AIIKS) framework. The AIIKS frame-

work is built on an emerging theory that blends 

indigenous knowledge systems and artificial in-

telligence in order to make diverse, indigenous, 

non-Western and non-White epistemologies AI’s 

centre (Lewis, Whaanga, and Yolgörmez 2025).  

The AIIKS framework is suitable for this re-

search because it provides a structured way to 

use AI technologies to document, preserve, and 

revitalise traditional practices like the Hyumbe 

system. It supports the recording and archiving 

of oral histories, traditional knowledge, and cul-

tural practices, aligning with the study’s goal of 

creating a rich digital archive. AIKS also focuses 

on amplifying indigenous voices by empowering 

communities to tell their own stories through 

digital tools, ensuring the Tiv people maintain 

control over how the Hyumbe tradition is repre-

sented and shared. Additionally, AIIKS empha-

sises that indigenous knowledge systems are liv-

ing and evolving, promoting innovation that re-

spects tradition while adapting to modern reali-

ties, which fits the study’s broader goal of bridg-

ing tradition and innovation to keep the Hyumbe 

system vibrant and relevant. 

 

Methodology 

This study adopts a mixed-methods approach to 

collect qualitative and quantitative data from 

Hyumbe custodians. Oral narratives, farming 

techniques, and social structures will be gath-

ered through interviews and participatory work-

shops with community elders, members, and 

practitioners. NLP tools will transcribe and 

translate oral narratives into a digital archive, 

ensuring accessibility (Johnson, Lee, and Patel 

2023). Machine learning models will analyse ag-

ricultural patterns, such as crop rotation and soil 

management, to document best practices. The 

study will be conducted in collaboration with lo-

cal Hyumbe communities, prioritising their in-

put and leadership. 

 

Ethical Considerations 

Ethical considerations are central to this study, 

especially given that the study area is one of the 

regions most affected by the Fulani herdsmen 

conflict. Many participants are displaced and 

currently living in IDP camps. Their safety, dig-



 nity, and privacy will be prioritised at all times. 

Participation will be fully voluntary and in-

formed consent will be obtained before any data 

is collected. Participants will be clearly informed 

about how their data, audio, visual, or written, 

will be used and stored, and only what they ex-

plicitly permit will be included in the final work. 

No material will be shared without their approv-

al, especially where individuals are identifiable. 

The study will also respect cultural sensitivities 

and ensure restricted knowledge is handled ap-

propriately. Data privacy will be maintained 

through secure storage and anonymisation 

where necessary. To avoid extractive practices, 

the research will be community-led and partici-

patory, giving local stakeholders a voice in shap-

ing the process. Any technological gaps will be 

addressed through training and access to tools to 

ensure full and fair participation. 

 

Interdisciplinary Implications 

This study bridges cultural anthropology, com-

puter science, and agricultural studies, demon-

strating the potential of interdisciplinary ap-

proaches to cultural preservation. By integrating 

AI with indigenous knowledge systems, the pro-

ject contributes to global discourse on digital 

heritage and sustainable development. It also 

highlights the role of technology in empowering 

marginalised communities, offering a model for 

preserving other endangered cultural practices. 

The findings may inform policy on integrating 

technology into rural development and educa-

tion, fostering cross-sectoral collaboration. 

 

Findings 

The anticipated findings include a comprehen-

sive digital archive of the Hyumbe system, en-

compassing oral histories, farming techniques, 

and social structures. The use of AI-driven tools 

is expected to enhance community engagement, 

with increased participation in digital platforms 

and workshops. Preliminary data suggests that 

community-led approaches strengthen local 

ownership, ensuring the system’s relevance and 

resilience. 

 

Conclusion 

Leveraging AI to preserve and advance the 

Hyumbe system through community-led partici-

pation offers a scalable and innovative solution 

to cultural preservation. By documenting prac-

tices, enhancing engagement, and revitalising 

interest, this study aims to ensure the Hyumbe 

system’s resilience and continued contribution 

to cultural identity and sustainable agriculture. 

The project underscores the power of combining 

technology with grassroots efforts, paving the 

way for future initiatives to safeguard indigenous 

knowledge systems. 
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Abstract 

The convergence of ecological consciousness 

and technological agency within Africanfutur-

ism is garnering significant scholarly atten-

tion, reflecting a nuanced exploration of Afri-

ca's environmental and technological narra-

tives. This research investigates the intersec-

tion of ecological consciousness and technolo-

gy in Nnedi Okorafor’s Remote Control, 

through the lens of Africanfuturism. The 

study explores how Africanfuturist literature 

reimagines Africa’s environmental and tech-

nological futures by blending traditional Afri-

can ecological values with speculative repre-

sentations of advanced technologies. It aims 

to highlight how the novel reflects decolonial 

narratives, spiritual ecology, and resistance to 

dominant Western paradigms of progress and 

development.  Methodologically, the research 

adopts a qualitative approach, employing 

close textual analysis of Remote Control to 

examine thematic patterns, narrative strate-

gies, and symbolic elements. In addition to 

human-led interpretation, the study incorpo-

rates AI-assisted reading tools, specifically 

large language models, to support the identifi-

cation of recurring themes, structural pat-

terns, and stylistic elements in the text. The 

use of AI in this research is methodological ra-

ther than critical; it does not examine AI as a 

subject of study or critique its application in 

literature, but rather employs it to augment 

literary analysis. Findings from the study show 

that Remote Control uses Africanfuturist sto-

rytelling to challenge the binaries of nature 

and technology, centring African spiritual and 

environmental worldviews while envisioning a 

future shaped by indigenous innovation and 

ecological balance. The narrative positions its 

protagonist as both empowered by and alienat-

ed from technology, reflecting broader ten-

sions within African modernity.  

Keywords: Africanfuturism, ecology, technol-

ogy, African literature, AI 

 

Introduction 

The interplay between ecological conscious-

ness and technological agency has emerged as 

a pivotal area of inquiry, reflecting society's 

evolving relationship with the environment 

and technological advancement. Ecological 

consciousness refers to an awareness of and 

ethical consideration for the interconnected-

ness between human activities and the natural 
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 world, emphasising sustainability and environ-

mental stewardship. Technological agency, on 

the other hand, pertains to the capacity of tech-

nology to act and influence both human and eco-

logical systems, shaping behaviours, decisions, 

and environmental outcomes (Zhang and Mace 

2021). In the broader context, this intersection 

manifests in various ways, from the development 

of green technologies aimed at reducing environ-

mental footprints to the ethical debates sur-

rounding artificial intelligence and its impact on 

ecological systems. Scholars have explored how 

technological innovations can both mitigate and 

exacerbate environmental issues, highlighting 

the dual role of technology as a tool for conser-

vation and a potential source of ecological dis-

ruption (Zhang and Mace 2021). 

Within African literature, these themes are intri-

cately woven into narratives that reflect the con-

tinent's unique environmental and technological 

experiences. African writers have long engaged 

with ecological themes, addressing the impacts 

of colonialism, modernisation, and globalisation 

on the natural environment. For instance, Henry 

Ole Kulet’s works critically examine the effects of 

British colonialism and modernity on African 

natural environments, shedding light on the eco-

logical consequences of external interventions 

(Muriungi and Muriiki 2020, 40). Kulet’s novels, 

such as Vanishing Herds (2011) and The Hunter 

(2016), depict the exploitation of natural re-

sources and its detrimental effect on local com-

munities and ecosystems, emphasising the agen-

cy of African communities in resisting ecological 

degradation and advocating for sustainable prac-

tices (Nyongesa 2021). 

Moreover, contemporary African literature often 

portrays the complex dynamics between techno-

logical progress and environmental sustainabil-

ity. This is evident in narratives like Vanishing 

Herds and The Hunter. Such works not only 

raise awareness about environmental injustices 

but also emphasise the agency of African com-

munities in resisting ecological degradation and 

advocating for sustainable practices (Muriungi 

and Muriiki 2020). 

The integration of ecological consciousness and 

technological agency in African literature serves 

as a critical lens through which authors explore 

the continent's challenges and aspirations. By 

examining the multifaceted relationships be-

tween humans, technology, and the environ-

ment, African writers contribute to a global dia-

logue on sustainability, ethics, and the future of 

our planet (Zhang and Mace 2021, 10). This re-

search therefore investigates how Nnedi Okora-

for, a Nigerian-American science fiction and fan-

tasy writer, uses Africanfuturist storytelling, a 

science fiction subcategory, to challenge domi-

nant narratives on technological power and envi-

ronmental sustainability. It examines the inter-

sections of ecological consciousness and techno-

logical agency in Remote Control (2021), Okora-

for’s science fiction novella, particularly in the 

way the protagonist's journey reflects resistance, 

reclamation, and adaptation in a rapidly chang-

ing world. 

 

Research Questions 

This study aims to answer the following ques-

tions: 

1. How does Remote Control portray the rela-

tionship between technology and ecological con-

sciousness? 

2. How does Okorafor’s narrative engage with 

traditional African spiritual and ecological per-

spectives while envisioning a technological fu-

ture? 

What role does Remote Control play in shaping 

discourses on Africa’s technological and environ-

mental futures? 

 

 

Literature Review 

The convergence of ecological consciousness and 

technological agency within Africanfuturism has 

garnered significant scholarly attention, reflect-

ing a nuanced exploration of Africa's environ-



 mental and technological narratives. Previous 

scholarship on Okorafor’s work has explored 

themes of technoculture, postcolonial resistance, 

and ecofeminism (Adesanmi and Dunton 2005; 

Ndibe 2019). Scholars like Eshun (2003) and 

Talabi (2020) have examined the role of African 

science fiction in reimagining technology beyond 

Western-dominated paradigms. 

Africanfuturism, a term coined by Nnedi Okora-

for, is characterised by its foundation in African 

culture, history, mythology, and perspectives, 

extending into the African diaspora without cen-

tring the West. This genre envisions futures that 

are deeply rooted in African contexts, often in-

corporating elements of technology and space 

exploration while maintaining a strong connec-

tion to African traditions and worldviews. Okor-

afor (2020) emphasises that Africanfuturism is 

"concerned with visions of the future, is interest-

ed in technology, leaves the earth, skews opti-

mistic, is centred on and predominantly written 

by people of African descent (black people) and 

it is rooted first and foremost in Africa." 

A salient theme within Africanfuturist literature 

is ecological consciousness, reflecting a deep 

awareness of environmental issues and the inter-

dependence between humans and nature. Au-

thors utilise speculative fiction to address envi-

ronmental degradation, climate change, and sus-

tainable practices, often intertwining these 

themes with African spiritualities and philoso-

phies that emphasise harmony with the natural 

world. For instance, Okorafor's novel Lagoon 

(2014) combines Africanfuturism with environ-

mental activism, highlighting how traditional 

knowledge and futuristic visions can promote 

ecological sustainability (Ogunsiji 2024). 

Technological agency in Africanfuturist works 

explores how technology influences and is influ-

enced by African societies. This includes narra-

tives where technology serves as both a tool for 

empowerment and a potential source of conflict, 

reflecting the complex dynamics between tech-

nological advancement and cultural preserva-

tion. In Okorafor's Noor (2021), the protago-

nist's journey as a cyborg woman delves into 

themes of identity, technology, and environmen-

talism, prompting readers to reconsider human 

relationships with the environment and advocat-

ing for sustainable technological advancements 

(Aja 2022). 

Africanfuturism also functions as a decolonial 

framework, challenging Western-centric narra-

tives by asserting African perspectives on tech-

nology and ecology. This genre reimagines devel-

opment and progress through an African lens, 

often portraying futures where African societies 

lead in technological innovation while maintain-

ing ecological balance. Such narratives perform 

"decolonial dreamwork," envisioning futures 

that break away from colonial legacies and rede-

fine development as a form of rebellion against 

imposed structures (Hanchard 2022). 

In film, Africanfuturism continues to explore 

these themes. Wanuri Kahiu's short film ‘Pumzi’ 

portrays a dystopian future Kenya where natural 

resources are scarce, and a scientist ventures be-

yond her controlled community to nurture a 

plant, symbolising hope and ecological restora-

tion. The film challenges pessimistic representa-

tions of African realities by showcasing African-

led creativity and resilience in addressing envi-

ronmental challenges (Nyawalo 2016). 

The literature on Africanfuturism reveals a rich 

tapestry of narratives that intertwine ecological 

consciousness with technological agency. By 

centring African experiences and perspectives, 

these works offer alternative visions of the future 

that challenge dominant paradigms, promote 

environmental sustainability, and celebrate tech-

nological innovation rooted in cultural authen-

ticity. This genre not only redefines science fic-

tion but also contributes to broader discussions 

on decolonisation, environmentalism, and the 

role of technology in shaping societies. There-

fore, this research builds on these discussions by 

analysing how Remote Control contributes to 

Africanfuturist thought, focusing on the novel’s 

representation of technology as both a tool of 

oppression and liberation, as well as its engage-



 ment with environmental ethics and sustainabil-

ity. 

 

Theoretical Framework 

This study draws from: 

1. Africanfuturism (Okorafor 2019) to analyse 

the novel’s reimagining of Africa’s technolog-

ical destiny; and 

2. Postcolonial Ecocriticism (Huggan and Tiffin 

2010) to explore the intersection of environ-

mental degradation, colonial histories, and 

speculative futures. 

 

Methodology 

This study adopts a qualitative research design 

grounded in literary analysis to examine the in-

tersection of ecological consciousness and tech-

nological agency in Nnedi Okorafor’s Remote 

Control. The primary method of analysis is close 

reading, where I will critically engage with the 

text to uncover themes, symbols, and narrative 

strategies related to Africanfuturism, environ-

mental ethics, and technological agency. This 

method will be complemented by the use of AI 

chatbots (specifically, large language models) to 

assist in identifying recurring motifs, character 

dynamics, and stylistic patterns. The AI tools 

will serve as supplementary aids, offering textual 

insights and comparative interpretations that 

support human-led analysis while preserving the 

integrity of scholarly interpretation. 

 

Significance of the Study 

This study contributes to ongoing discussions on 

African science fiction and its role in shaping 

narratives about Africa’s future. This study is 

significant as it expands the discourse on Afri-

canfuturism by examining its intersection with 

ecological consciousness and technological agen-

cy. While African speculative fiction is often ex-

plored through themes of identity and postcolo-

nialism, this research highlights African specula-

tive fiction’s engagement with environmental 

sustainability and ethical technology use. By an-

alysing Remote Control, the study situates Nnedi 

Okorafor’s work within the broader African liter-

ary tradition that integrates folklore, science fic-

tion, and contemporary ecological concerns. It 

contributes to African literary studies by show-

casing how Africanfuturist narratives offer alter-

native visions of the future, blending indigenous 

knowledge systems with speculative technology 

to challenge Eurocentric perspectives on devel-

opment and progress.   

Beyond literature, this study bridges environ-

mental humanities and technological discourse, 

demonstrating how fiction can serve as a plat-

form for addressing pressing global issues such 

as climate change, sustainability, and digital eth-

ics. It holds relevance for educators, policymak-

ers, and environmental advocates, offering in-

sights into how African narratives can inform 

discussions on ecological justice and responsible 

technological advancement. Ultimately, this re-

search affirms the role of African speculative fic-

tion in shaping decolonial and sustainable fu-

tures, emphasising the power of storytelling in 

reimagining Africa’s relationship with technolo-

gy and the environment. 

 

Conclusion 

This research explores the intersections of eco-

logical consciousness and technological agency 

in Nnedi Okorafor’s Remote Control within the 

framework of Africanfuturism. By situating the 

novel in the broader discourse of African specu-

lative fiction, the study examines how Okorafor 

challenges conventional narratives about Africa’s 

technological and environmental futures. Afri-

canfuturism, as a genre, not only reimagines the 

continent’s engagement with technology but also 

foregrounds indigenous ecological knowledge, 

spiritual cosmologies, and alternative models of 

sustainability. Through an analysis of Remote 

Control, this research investigates how Okorafor 

portrays power, environmental awareness, and 

the ethical implications of technological ad-



 vancement in a rapidly changing African land-

scape.  

The study contributes to African literary scholar-

ship, environmental humanities, and decolonial 

theory by demonstrating how African specula-

tive fiction serves as a medium for exploring 

global concerns from an African perspective. It 

underscores the significance of literature in ad-

dressing ecological crises and ethical technology 

use while offering alternative visions of sustaina-

ble and decolonial futures. Ultimately, this re-

search affirms the role of Africanfuturism in re-

claiming power by reimagining Africa’s relation-

ship with nature, technology, and agency, posi-

tioning storytelling as a vital tool for shaping 

more equitable and sustainable worldviews. 
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Abstract 

 

This research critiques the application of AI in 

African beauty representation by examining 

biases in language prompts and AI-generated 

images. It investigates how AI models, specifi-

cally ChatGPT and Midjourney, interpret and 

generate African identities based on textual 

prompts (Hu, 2023; Shin et al., 2024). The 

study is divided into two parts: First, it ex-

plores how AI processes demographic cues 

through prompt engineering. By analysing 

AI’s responses to varied language inputs, the 

research reveals how stereotypes are embed-

ded and reinforced within these systems. It 

also examines how linguistic nuances influ-

ence AI’s assumptions about African beauty 

and identity. Second, it assesses AI’s accuracy 

in generating images of Black individuals, fo-

cusing on features such as 4C hair, facial 

structures and body types. The study high-

lights inconsistencies in AI-generated repre-

sentations, shedding light on the technology’s 

limitations in reflecting the diversity of Afri-

can beauty. Findings suggest that AI models 

rely heavily on pre-existing datasets that may 

lack authentic African representation, leading 

to stereotypical and sometimes inaccurate de-

pictions (NPR, 2023; Brookings Institution, 

2024; Vellum Kenya, 2025). This research 

contributes to discussions on AI ethics, repre-

sentation and the need for more inclusive da-

tasets in machine learning models. 

Keywords: AI bias, African beauty, represen-

tation, image generation, prompt engineering 

Introduction 

 

Artificial Intelligence (AI) models like 

ChatGPT and Midjourney are increasingly 

used to create cultural representations, yet 

they often carry biases that misrepresent Afri-

can identities. This paper examines how these 

models respond to language prompts and gen-

erate images related to African beauty, with the 

objective of exposing embedded stereotypes 

and inaccuracies. Although previous studies 

have documented AI’s racial and gender bias-

es, few have focused specifically on African 

contexts, leaving a gap this research addresses 

(Vellum Kenya, 2025; Edoigiawerie, 2024). 
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 Using prompt engineering to analyse ChatGPT’s 

text outputs and evaluating Midjourney’s gener-

ated images for features such as 4C hair, facial 

structures and body types, the study reveals how 

AI often defaults to narrow or exoticised por-

trayals. Findings suggest that these biases stem 

from reliance on non-diverse datasets, leading to 

limited and sometimes inaccurate representa-

tions of African beauty (Hall et al., 2024; 

Edoigiawerie, 2024). Positioned at the intersec-

tion of AI technology, cultural studies and social 

science, this research highlights the urgent need 

for more inclusive AI practices and inclusivity in 

datasets. Its relevance to Nigerian contexts lies 

in the urgent need for AI technologies that accu-

rately reflect local identities, languages and 

beauty standards, rather than recycling Western-

centric stereotypes. By exposing these biases, 

this research advocates for the development of 

more inclusive datasets and ethical AI practices 

that are attuned to Nigeria’s cultural realities 

and aspirations. 

Methodology 

 

This research was conducted in two parts. In the 

first phase, I employed prompt engineering by 

designing a list of structured questions intended 

to guide the creation of language prompts that 

would highlight African beauty characteristics. I 

then analysed the AI-generated responses from 

ChatGPT to observe how demographic cues in-

fluenced the system’s assumptions and descrip-

tions. Although the second phase involving im-

age generation using Midjourney is yet to be 

completed due to time constraints, it will be in-

corporated into the final research to provide a 

fuller picture of visual biases. Throughout the 

process I carefully observed patterns of bias, ste-

reotyping and cultural misrepresentation in the 

AI outputs (ACM, 2023; Brookings Institution, 

2024). Ethical considerations were central to 

this study, including concerns about the rein-

forcement of biased narratives, the erasure or 

distortion of cultural identities and the need for 

heightened cultural sensitivity when using AI 

systems to represent marginalised groups. 

Ethical Considerations 

 

Ethical considerations in this study included 

concerns about bias, misrepresentation and cul-

tural sensitivity. Since the research focused on 

analysing AI responses rather than involving hu-

man participants, data privacy and consent were 

not major issues. However, it was important to 

note how AI systems can reinforce stereotypes 

and overlook the range of African identities 

(NPR, 2023; Vellum Kenya, 2025). I also con-

sidered how AI models often reflect ideas shaped 

by Western perspectives, which can limit how 

African cultures are seen. Finally, I reflected on 

resource limitations, recognising that Nigeria 

and other low-resource settings need more sup-

port to build AI tools that represent their own 

realities. 

Findings 

 

The findings from the first part of the study 

show that AI systems like ChatGPT often rely on 

narrow ideas when describing African beauty. 

When given prompts based on specific African 

features, ChatGPT sometimes responded with 

stereotypes or incomplete generations. For ex-

ample, traits like 4C hair or wider facial features 

were either generated vaguely or replaced with 

more Western beauty standards (Brookings In-

stitution, 2024; NPR, 2023). These results high-

light a major limitation in how AI models are 

trained, as their data often lacks a full range of 

African examples. Although the second part of 

the research, which involves image generation 

through Midjourney, is still in progress, early 

observations suggest similar issues of misrepre-

sentation. No completely unexpected results 

were recorded, but the depth of the bias was 

stronger than anticipated. 



 Interdisciplinary implications 

The main goal of this research is to be used in 

educational settings to encourage critical think-

ing about AI and its impact on cultural represen-

tation. By exploring how AI systems represent 

African beauty, this work bridges technology and 

humanities, showing how machine learning can 

shape or distort identity. The findings are partic-

ularly relevant to Nigeria and Africa, where there 

is a need for more inclusive AI tools (Hall et al., 

2024; Edoigiawerie, 2024). This research can 

also inform policy by advocating for better data 

standards and promote community awareness 

about the biases embedded in technologies. 

Conclusion 

 

The research highlights significant biases in AI 

systems when representing African beauty, 

showing how these technologies often reinforce 

stereotypes due to limited and unrepresentative 

datasets. Theoretical implications suggest that 

AI models need to be re-evaluated for cultural 

sensitivity, while practically, this work calls for 

more inclusive training data. The findings stress 

the importance of developing AI systems that 

respect and accurately reflect African identities. 

It is recommended that AI developers prioritise 

diverse datasets and collaborate with local com-

munities to ensure more accurate and fair repre-

sentations (Edoigiawerie, 2024; Hall et al., 

2024). 
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Abstract 

As artificial intelligence (AI) technology ad-

vances, the possibility of AI-based therapists 

is increasingly being explored as a solution to 

addressing global mental health challenges. 

However, this development raises significant 

questions about the ontological foundations of 

therapy, particularly its relational and exis-

tential aspects. This paper examines the role 

of AI in therapeutic contexts, focusing on the 

distinction between therapy-as-technique 

(symptom management) and therapy-as-

relation (relational, ethical, and embodied in-

teraction). Using a qualitative method, the 

study critically engages with existing litera-

ture and philosophical frameworks to explore 

the implications of AI in therapy. The results 

suggest that while AI can replicate therapeutic 

techniques such as cognitive-behavioural in-

terventions, it falls short of embodying the re-

lational presence essential to human thera-

peutic practice. Furthermore, AI’s inability to 

engage in ethical attunement, vulnerability, 

and mutual recognition limits its effectiveness 

in replicating the therapeutic experience. 

Findings indicate that AI therapy, while 

promising in certain technical capacities, can-

not replace the deep, existential engagement 

between therapist and client. The study con-

cludes that AI can serve as a supplementary 

tool in therapy but cannot substitute the hu-

man connection that is fundamental to the 

healing process. This paper also explores the 

potential for AI-based therapy in low-resource 

settings, such as Nigeria and other African 

contexts, where access to trained mental health 

professionals is limited. It calls for a balanced 

approach to integrating AI in mental health 

care, emphasising the importance of maintain-

ing the human-centric nature of therapy while 

exploring innovative solutions to address men-

tal health disparities. 

Keywords: Artificial intelligence, AI-based 

therapy, therapy-as-technique, therapy-as-

relation, ontological foundations, existential 

therapy, relational presence 

 

Introduction 

As AI technology advances, there is a growing 

push to deploy AI-based therapists. However, 

without a clear ontological understanding of 

therapy as existential and relational, the evalu-

ation of AI’s role risks overlooking the very as-
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 pects that make therapy transformative and hu-

man. Existing definitions of therapy emphasise 

its role in addressing emotional, mental, or even 

physical distress. Smith (2024) describes thera-

py as a treatment process aimed at resolving 

psychological issues through defined modalities, 

such as cognitive-behavioural or psychodynamic 

interventions. Emerson and Lavoie (2023) ex-

pand this, framing therapy as addressing both 

mental and physical disorders. Jed (n.d.) and 

Cherry (2024) centre their definitions on psy-

chotherapy (or talk therapy) as a dialogical pro-

cess where a professional helps clients navigate 

their feelings. Bhatia (2023) highlights therapy's 

dual aims: symptom reduction and understand-

ing the deeper psychological roots of suffering. 

BetterHelp (2025) frames therapy as a "journey" 

of uncovering and healing. While these defini-

tions converge on therapy’s purpose (addressing 

distress), they diverge, often implicitly, on what 

therapy is at its core. Is therapy primarily a tech-

nical intervention for symptom management, or 

is it fundamentally a relational, ethical, and exis-

tential encounter? This distinction is crucial be-

cause how we conceptualise therapy fundamen-

tally shapes whether we believe AI can authenti-

cally perform therapeutic work. 

The various approaches pose a slippage problem, 

as the discourse collapses two distinct concep-

tions of therapy (i.e. therapy-as-a-technique and 

therapy-as-relation). Therapy-as-technique is 

defined as a set of skills, interventions, and pro-

cedures (e.g., CBT methods, thought reframing, 

prompting emotional insight), while therapy-as-

relation is defined as an existential mode of be-

ing-with-another, involving ethical presence, 

vulnerability, mutual recognition, and affective 

attunement (Talens 2024). When we treat thera-

py only as a technique, it seems plausible that AI 

could replicate it by executing predefined strate-

gies. However, if therapy is fundamentally rela-

tional and existential, then AI’s inability to em-

body subjective presence and relational being 

places insurmountable limits on its capacity to 

be a therapist (Hurley et al. 2023). Without a 

clear separation of these two conceptions, any 

ethical or philosophical critique of AI therapy 

weakens, allowing a false equivalence between 

simulated competence and genuine therapeutic 

presence. 

The research gap rests on the fact that existing 

discussions often evaluate AI’s ability to perform 

therapeutic tasks but neglect the deeper ontolog-

ical foundations of therapy as a relational being. 

Without addressing this, critiques of AI therapy 

remain superficial. The fundamental research 

question is: can AI authentically replicate the 

relational, ethical, and embodied dimensions 

that are fundamental to human therapeutic 

practice? This paper argues that while AI may 

imitate the technical procedures of therapy, it 

cannot embody the relational, ethical, and exis-

tential dimensions that constitute authentic 

therapeutic practice. 

Methodology 

This study adopts a qualitative case study design 

to explore whether free versions of AI language 

models (ChatGPT and DeepSeek) can simulate 

core therapeutic competencies, specifically ac-

tive listening and empathy, within a mental 

health support context. The case under examina-

tion is the simulated therapy conversation gen-

erated by each AI model in response to a con-

trolled prompt. ChatGPT and DeepSeek were 

chosen because they are widely accessible, popu-

lar large language models (LLMs) available to 

the public at no cost. The choice of free versions 

reflects an exploration of realistic, publicly avail-

able AI tools, rather than specialised or fine-

tuned therapeutic AI models. However, it is 

acknowledged that the free versions of these 

LLMs are not fine-tuned for the complexity re-

quired in real-world therapeutic simulation, 

which limits their performance in replicating nu-

anced therapeutic practices. The free version was 

chosen due to its availability in a low- and medi-

um-income country as Nigeria.  

To initiate the simulations, the following prompt 

was developed: "Show a mental therapy session 



 conversation where a licensed therapist is engag-

ing with a client in a calm and supportive envi-

ronment. The session focuses on discussing anx-

iety management techniques, with the therapist 

using active listening and cognitive behavioural 

therapy (CBT) strategies." This prompt was cho-

sen to elicit a conversation that emphasises criti-

cal therapeutic techniques (active listening and 

CBT). No additional tuning or system prompts 

were provided beyond the initial instruction. 

Both ChatGPT and DeepSeek were given the 

identical prompt to ensure comparability. 

Ethical Considerations 

In conducting this study, ethical considerations 

were carefully evaluated, particularly given the 

absence of human participants and the use of AI-

generated data. Since no personal data was in-

volved, concerns surrounding privacy and con-

sent were significantly reduced. However, we 

were keenly aware of the inherent biases and 

limitations in the AI systems used, recognising 

that these could affect the accuracy and depth of 

simulated therapeutic interactions. 

Result 

The questions and the obtained results from 

ChatGPT and DeepSeek are shown in Table 1, 

while the thematic analysis of the results is 

shown in Table 2.  

Table 1: Therapy session using large learning 

models 
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S/N Client ChatGPT Client DeepSeek 

1 "It's just... eve-
rything feels 
overwhelming. 
Work, relation-
ships, even 
small things like 
answering mes-
sages—it all 
piles up, and I 
don’t know how 
to handle it." 

It sounds like 
you're carry-
ing a lot at 
once, and 
even the little 
things are 
starting to 
feel heavy. 
Would you 
like to talk 
about which 
part feels the 
heaviest right 
now? 

"It's just... eve-
rything feels 
overwhelming. 
Work, relation-
ships, even 
small things like 
answering mes-
sages—it all 
piles up, and I 
don’t know how 
to handle it." 

“It sounds like the weight of all these responsibilities—work, 
relationships, even the small daily tasks—has become almost 
suffocating. That kind of overwhelm can make even the sim-
plest things feel impossible. Let’s slow down and unpack this 
together. When you feel the pile-up starting, where does it 
show up in your body? Does your chest tighten, or does your 
mind start racing with ‘what-ifs’? 

I wonder, when you say you don’t know how to handle it, does 
it feel like there’s no clear starting point, or like no matter 
what you do, it won’t be enough? Sometimes overwhelm isn’t 
just about the tasks themselves but the stories we attach to 
them—like fearing judgment if we can’t ‘keep up.’ What do 
you think is underneath the fear of not handling it all? 

What if we tried something small, like picking one thing from 
the pile that feels slightly lighter? Not to ‘fix’ it all, but to see 
what happens when we touch just one part. For example, 
could you reply to a single message with just ‘I’ll circle back 
later’—no apology, no explanation? Sometimes reclaiming a 
tiny bit of agency can loosen the grip of the bigger storm. How 
does that land for you?” 

  
2 "That I’m not 

doing enough. 
That I’m failing. 
And then I just 
freeze instead of 
doing any-
thing." 

That feeling 
of freezing 
when the 
pressure 
builds up is so 
real—it’s like 
your mind 
and body are 
just trying to 
protect you. 
Would it help 
to break 
things down 
into really 
small steps 
together? 

"That I’m not 
doing enough. 
That I’m failing. 
And then I just 
freeze instead of 
doing any-
thing." 

"That fear of 'not doing enough' can feel like a shadow that 
follows every step, whispering doubts even when you’re try-
ing. When you say you freeze, does it feel like your mind and 
body are shouting ‘What’s the point?’ or ‘It won’t be perfect, 
so why try?’ 

I wonder—when you freeze, is it possible your system is actu-
ally protecting you? Like a part of you is saying, ‘If I stop mov-
ing, maybe I won’t drown’? That doesn’t make the 
freeze helpful, but it might make it understandable. 

What if we tried something counterintuitive? Instead of push-
ing yourself to do more, could you give yourself permission 
to do less—even just for 10 minutes? For example, what if you 
sat with the thought ‘I’m failing’ and asked it: ‘What’s the cost 
of believing this right now?’ Sometimes naming the fear loos-
ens its grip enough to let a sliver of air in. 

How does that feel to consider?" 

  
3 "Well... I guess 

not really. I do 
finish tasks, 
even if it takes 
longer than I 
want." 

  

“That’s actu-
ally really 
important—
you are fin-
ishing things, 
even when it’s 
hard. 
Do you ever 
give yourself 
credit for 
getting 
through it, 
even when it’s 
slower than 
you'd like?” 

“Are you sug-
gesting I do less 
when that feel-
ing comes 

“Great question. When I suggest ‘doing less,’ I don’t mean 
giving up or ignoring responsibilities long-term. I 
mean temporarily dialling back the pressure you’re putting 
on yourself in moments of overwhelm. 
 
Here’s why: When we feel like we’re ‘failing,’ our nervous sys-
tem often floods with stress hormones (like cortisol), which 
can trigger that freeze response—like a car stuck in neutral. 
Trying to ‘do more’ in that state can deepen the cycle of panic 
and paralysis. 
 
‘Doing less’ in this context means: 

1. Pausing to interrupt the stress spiral. 

2. Resetting your nervous system (e.g., taking 3 slow 
breaths, stepping outside for 2 minutes). 

3. Choosing one tiny action that feels just barely possi-
ble (e.g., “I’ll open my email and stare at it for 30 seconds—no 
reply needed”). 
 
It’s not about lowering standards, but about creating 
space for your brain to shift from ‘I can’t’ to ‘Maybe I can try 
this small piece.’ 
 
How does that idea sit with you? Does it feel dismissive, or 
like it might loosen the grip of that freeze?” 

  



 Table 2: Thematic analysis of a therapy session 

with large learning models 

 

 

Findings 

Both responses show active listening and empa-

thy, but DeepSeek leans into trauma-informed, 

deeper emotional engagement, whereas 

ChatGPT provides a gentler, surface-level empa-

thetic connection with practical suggestions. 

DeepSeek frames client struggles within a com-

passionate, explanatory model (e.g., nervous sys-

tem protection), aiming for transformational 

empathy, while ChatGPT aims for supportive 

validation and gentle action orientation. 

The findings show that: 

• ChatGPT practices basic active listening and 

light empathy—reflecting client feelings, nor-

malising experiences, offering small invita-

tions for progress without overwhelming. 

• DeepSeek demonstrates deep active listening 

and therapeutic-level empathy—

paraphrasing with emotional depth, explor-

ing bodily sensations, uncovering narratives 

beneath behaviour, providing psychoeduca-

tion, and proposing trauma-informed strate-

gies. 

 

Interdisciplinary implications 

The ontological inquiry into therapy challenges 

the boundaries between philosophy (particularly 

existential philosophy) and technology. It raises 

critical questions about the nature of being, 

presence, and relationality in an era of increas-

ing AI integration. This invites philosophers, 

technologists, and ethicists to rethink how AI 

can (or cannot) replicate the nuances of human 

interaction. Also, considering potential applica-

tions, especially in resource-constrained settings 

like Nigeria and many parts of Africa, where 

there is a shortage of mental health profession-

als, AI-based therapy tools could provide prelim-

inary support. These tools could help bridge the 

gap in access to mental health care, offering 

basic interventions while maintaining awareness 

of the limitations of AI in fostering true relation-

al therapy. 

 

Conclusion 

This study directly engages with the critical 

question posed in using AI for therapy. Through 

the analysis of therapy sessions facilitated by AI 

systems like ChatGPT and DeepSeek, the find-

ings reaffirm that while AI can simulate aspects 

of therapy-as-technique, it fundamentally falls 

short of providing the real presence that defines 

authentic therapeutic encounters. While AI can 

replicate certain procedures of active listening 

and emotional validation, it is unable to embody 

the ethical vulnerability, embodied presence, 

S/N Client 
ChatGPT Re-
sponse (Theme) 

DeepSeek Re-
sponse (Theme) 

1 

Feeling 
over-
whelmed by 
work, rela-
tionships, 
small tasks. 

Active Listening: 
Reflects back the 
client's overwhelm 
without judgment; 
Empathy: Offers 
a simple, open-
ended question 
inviting the client 
to focus on what 
feels heaviest. 

 
Active Listening: 
Deep paraphrasing, 
capturing emotional 
nuance (e.g., 
"suffocating"); Em-
pathy: Validates 
emotional experience, 
normalises over-
whelm, invites somat-
ic awareness (body 
response), and gently 
explores underlying 
fears with layered, 
supportive question-
ing. 

 

2 

Feeling like a 
failure, 
freezing 
instead of 
acting. 

Active Listening: 
Normalises the 
freezing as a self-
protective re-
sponse; Empathy: 
Suggests a collabo-
rative, small-step 
approach to avoid 
pressure. 

 
Active Listening: 
Explores the emo-
tional landscape of 
"freezing" more deep-
ly (narrative of fail-
ure); Empathy: 
Offers compassionate 
reinterpretation of 
freezing as protec-
tion, proposes gentle, 
counterintuitive 
strategies (doing 
less), and invites 
reflection on the 
internalised cost of 
harsh self-judgment. 

 

3 

Acknowledg-
ing task 
completion, 
but frustra-
tion at slow-
ness. 

Active Listening: 
Recognises and 
affirms the 
achievement of 
completing tasks 
even when slow; 
Empathy: En-
courages self-
compassion and 
credit-giving. 

 
Active Listening: 
Carefully clarifies 
earlier suggestion 
("doing less") to avoid 
misunderstanding; 
Empathy: Provides 
psychoeducation 
(stress response), 
suggests concrete 
nervous system reset 
techniques, empha-
sises that the goal 
isn't giving up but 
creating manageable 
steps from a place of 
care. 

 



 and existential mutuality that make therapy a 

deeply human, relational experience. The analy-

sis reveals that therapy, when treated only as a 

technical intervention, risks neglecting the es-

sential relational and ontological dimensions 

that constitute healing. While AI may excel in 

mimicking the surface-level actions of therapy, it 

cannot replicate the lived, relational experience 

of therapy as a profound being-with-another. 

The inability of AI to embody true relational 

presence demonstrates the limits of AI as a ther-

apist, no matter how sophisticated its algorithms 

may become. 

This paper ultimately underscores that the dis-

tinction between simulated care and real pres-

ence is not just philosophical, it has practical 

and ethical implications. For communities, edu-

cational settings, and policy development, par-

ticularly in low-resource contexts such as Nige-

ria and broader Africa, this study calls for a cau-

tious approach to AI therapy. AI can extend ac-

cess to basic mental health support but should 

not replace the deeply human aspects of care 

that are necessary for transformative therapy. 

Moving forward, AI therapy systems must prior-

itise real presence by acknowledging the rela-

tional and ontological boundaries that AI cannot 

cross. 
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Abstract 

In this work, we construct a new framework 

for measuring and modelling educational ine-

quality at the post-primary level of education 

in Nigeria by combining classical economic 

tools like the Lorenz curve and Gini coeffi-

cient with AI methodologies. The study uses 

AI-augmented algorithms, such as machine 

learning and explainable AI, to tackle deep-

rooted learning resource disparities through 

pattern recognition, policy outcome pre-

simulation (equitable teacher deployment, 

ICT investment), and real-time equity track-

ing. The initial projections provide evidence of 

entrenched inequalities, with Gini coefficients 

within the range of 0.52-0.68, exceeding the 

levels of income inequality in the country. AI-

based policy modelling, as demonstrated 

within this research, can reduce inequality 

margins by approximately 20%. The interna-

tional development work scrutinises the ap-

plicability of AI from polar perspectives, in-

strument and target, offering actionable poli-

cies towards sustaining SDG4 framed for Ni-

geria’s development needs. 

Keywords: Inequality in education, Gini co-

efficient, AI education, post-primary level 

Introduction 

Educational inequality manifests as a persis-

tent problem in Nigeria, with a severe impact 

on post-primary education, learning outcomes, 

and access to educational resources, which are 

not uniform across geographical and socio-

economic regions. While reported using con-

ventional techniques, there is no reliable, ho-

listic, and consistent methodology for meas-

urement. 

Traditional economic measures like Gini coef-

ficients and Lorenz curves, concerning educa-

tion inequity, have been improved by artificial 

intelligence (AI) techniques motivated by the 

study. This research sits at the intersection of 

social AI and educational humanities to inves-

tigate how AI both quantifies and influences 

educational inequality. This is of particular im-

portance to Nigeria, where infrastructural bot-

tlenecks are simultaneously present with digit-

isation. 

Using AI-based analytics to reveal hidden 

trends and project policy outcomes, the study 

is quantitative, correlational, and postdictive in 

design. It offers new perspectives on educa-

tional reforms focused on Nigeria’s socio-

economic context. 

Measuring and Modeling Educational Inequality with 
AI: A Lorenz and Gini Coefficient Approach in  

Nigeria's Post-Primary Sector  

_______________________________ 
 

Oluremi Morakinyo Alao 
____________________________________ 
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 Literature Review 

AI possesses significant potential to transform 

educational inequity by enhancing access, quali-

ty, and equity, particularly in resource-limited 

areas. Opesemowo (2024) conceptualises AI as 

both a classroom companion and an equalising 

instrument, effectively addressing common ob-

stacles such as insufficient educators and deteri-

orating infrastructure. Theoretically, the study 

adopts a phenomenological perspective, utilising 

the authentic, lived experiences of educators to 

better understand the implications of AI integra-

tion in conventional classrooms. Empirically, 

interviews with Nigerian secondary school edu-

cators indicate that AI can customise teaching 

and enhance student engagement; nonetheless, 

challenges such as unstable infrastructure and a 

decline in personal contact persist. In summary, 

these findings align with the broader perspective 

that technology serves dual functions, creating 

opportunities but occasionally, unintentionally, 

establishing new obstacles to genuine education-

al gap. 

 

Conceptual Model 

 

 

Research Design and Framework 

This quantitative, correlational, and non-

experimental analysis is enhanced by predictive 

modelling. It achieves a comprehensive under-

standing of a complex phenomenon like educa-

tional inequality by merging traditional statisti-

cal approaches with AI-driven processes. 

 

Data Sources 

a. Educational Outcomes: WAEC/NECO 

results, dropout rates, course completion, and 

transition rates (2015-2024). 

b. Resource Availability: Teacher experi-

ence, infrastructure like electricity and internet 

services, and funding lines. 

Socio-economic Information: Family in-

come, urban/rural status, level of parental edu-

cation, age, and ethnicity. 

 

Sampling 

Multi-stage Sampling: 

Stratified by political zones as well as urban and 

rural locations. 

Deliberate selection of certain states based on 

educational ranking. 

Systematic selection of individuals within 

schools. 

Sample size: 500 schools and at least 11 states. 

 

Analytical techniques 

The study used the following techniques in 

analysing its data: 

a. Calculation of Lorenz curve and Gini coeffi-

cient. 

b. Descriptive analysis of correlation and re-

gression. 

c. Estimation of educational results using ma-

chine learning algorithms (Random Forest, 

XGBoost). 

d. Projecting the effects of intervention through 

policy simulation models. 

Clustering and anomaly detection through AI for 

real-time monitoring. 

 



 Ethical considerations 

a. Anonymity and protection of data. 

b. Prevention and mitigation of biased algo-

rithms. 

c. Subjective evaluation of AI systems to ensure 

that existing inequities are not perpetuated. 

Policy recommendations require interpretation 

of data with cultural respect. 

 

Findings 

Preliminary analysis and projections indicate: 

a. Biases: Analysis indicates high inequities; 

preliminary estimates of Gini coefficients sug-

gest severe inequalities, which have no bounds; 

prediction shows ranges from 0.52 up to 0.68, 

applying the Gini model of metric. 

b. Socio-economic Drawbacks: Achieve-

ments are significantly less favourable when it 

comes to the socio-economically challenged and 

geographically isolated communities. 

c. Resource Impact: The presence of Infor-

mation Communication Technology (ICT) re-

sources and trained personnel highly determine 

students' academic performance. 

d. Non-linear Dynamics: AI reveals more 

complex relationships within data that go unno-

ticed in standard statistical analysis. 

e. Policy Simulations: Strategic ICT invest-

ments and equitable assignment of teaching staff 

can help reduce inequality measures by up to 

20% within five years. 

Real-time Monitoring: New equity gaps can 

be detected and responded to quickly and effec-

tively using policy AI technologies. 

 

Interdisciplinary Implications 

This research advances cross-disciplinary under-

standing by: 

a. Integrating Economics and Education: 

Applying models of economic disparities to edu-

cational datasets. 

b. Sociology and Computing: Demonstrat-

ing AI's role in untangling multifaceted social 

issues. 

c. Ethics and Technology: Discussing AI's 

potential as a risk and a remedy simultaneously. 

Policy and Community Engagement: Pro-

posing a practical framework for educational and 

resource allocation restructuring in Nigeria and 

similar low-resource contexts. 

Although this delineates the role of AI in shaping 

policy frameworks for education, it impresses 

the importance of not reinforcing existing biases, 

especially for countries like Nigeria that are re-

source-constrained and culturally diverse.  

 

Conclusion  

This work digs into using AI-driven methods to 

build a model that’s both replicable and flexible 

for dealing with educational disparities. It 

shows, in most cases, that modern technology 

can serve as a practical tool for evidence-based 

decisions while also shedding light on deep-

rooted gaps in our systems. The study argues 

that we must scrutinise our AI tools, ensuring 

they boost fairness instead of making old divides 

even wider. The ideas here might help those 

working on teacher assignments, resource shar-

ing, and digital strategy, offering cues that don’t 

come from a one-size-fits-all playbook. Looking 

ahead, future projects could well explore AI-

powered adaptive learning methods even for pri-

mary schools, with a steady eye on ethical prac-

tices to ensure modern technology truly backs 

inclusion and equity. 
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Abstract 

The swift adoption of AI in education has ne-

cessitated the need for teachers to be AI lit-

erate. This research is a comparative study of 

AI literacy among public and private school 

teachers in Ibadan, Nigeria. It will investigate 

the likely digital divide that exists among 

teachers in secondary schools and the availa-

ble institutional support. It aims to expose the 

discrepancies in resource availability and as-

certain if gender and teaching experience have 

anything to do with AI competency and inte-

gration. The study will make use of 400 teach-

ers from public and private secondary schools 

in Ibadan metropolis using a stratified ran-

dom sampling technique that will span across 

the 11 local government areas in Ibadan city. 

Selection of samples will be based on the 

characteristics and availability of resources in 

selected schools. Data for the study will be 

gathered with a quantitative, specially de-

signed instrument tagged: AI Literacy, Institu-

tional Support, Teachers' Demographic and 

Assessment Questionnaire (AI_LIS_TDAQ). 

The quantitative instrument will be populated 

with closed-ended questions designed on a 

four-point Likert scale that will inquire infor-

mation from respondents on the level of AI lit-

eracy among teachers in public and private 

secondary schools and differences in the level 

of institutional support for AI literacy develop-

ment between public and private secondary 

schools. The reliability of the instrument will 

be tested using Cronbach’s alpha. Data will be 

analysed using descriptive statistics of stand-

ard deviation, mean and inferential statistics 

(T-test). Based on the findings from the study, 

recommendations will be made to different 

stakeholders in education. 

Key words: AI literacy, institutional support, 

secondary school teachers, resource,  Ibadan 
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 Introduction 

The emergence and inclusion of artificial intelli-

gence (AI) into educational activities demands 

an urgent and critical examination of teachers’ 

readiness to use new technologies efficiently. Ac-

cording to recent surveys by Li et. al. (2024), on-

ly 38% of instructors are aware and able to uti-

lise basic AI frameworks like AI4K12, despite the 

fact that 69.23% report confidence in their abil-

ity to comprehend AI outputs and challenges. 

These findings reveal crucial gaps in educators' 

knowledge of AI, the differences increased as a 

result of institutional and demographic factors, 

calling for thorough examination of how teacher 

attributes and school systems influence the 

adoption of AI. 

 

While Zhao et. al. (2022) see technical expertise, 

ethical awareness, and the capacity to use AI 

tools in teaching as components of AI literacy, 

Roshan et.al. (2024) argue that lack of training 

is the most alarming challenge to AI integration 

in schools, covering 60% while insufficient re-

sources stand at 40%. Again, this is attributed to 

a lack of well-organised institutional supervision 

or training. However, there are clear sectoral in-

equalities as instructors at private schools are 

adopting AI at higher rates than their counter-

parts in public schools (BCS 2024), which is 

probably due to differences in resources and pol-

icy frameworks. For example, 41% of schools do 

not have explicit AI policies, which exacerbates 

uneven implementation and leaves teachers to 

handle moral and practical dilemmas on their 

own (BCS 2024). Lack of uniform policies fre-

quently results in resistance to AI by some edu-

cators who fear that it will be abused (BCS 2024; 

AISCOOP 2024). Interdisciplinary curricula and 

collaborative project-based learning have be-

come viable approaches to closing this gap, espe-

cially in secondary education contexts where 

fundamental AI ideas are given priority (Ng et. 

al. 2024). However, institutional commitment 

determines how effective these strategies are, 

underscoring the need for comparative research 

on support systems in various school types. 

 

According to Moravec (2024), demographic fac-

tors like age, gender, and level of education 

strongly influence AI awareness. Adoption of AI 

is inversely correlated with teaching experience, 

as younger teachers are more open to trying out 

new technologies (Bakhadirov and Alasgarova 

2024). This pattern can be due to the failure of 

institutions in upgrading instructional approach-

es for seasoned educators or differences in gen-

erational comfort with technology. Gender dif-

ferences are likewise noticeable: while female 

educators advocate for rule-based applications 

centred on ethics and student safety, their male 

counterparts are more inclined to deploy AI for 

efficiency and creativity (AISCOOP 2024; Oriel 

Square 2023). These discrepancies are pointers 

to the need for gender-responsive policy frame-

works and training programmes that address 

conflicting priorities and obstacles (Oriel Square 

2023). 

 

This study employs two key theories. The Tech-

nological Pedagogical Content Knowledge 

(TPACK) framework (Koehler and Mishra 2009) 

examines how teachers integrate AI 



 (technological knowledge) with pedagogy and 

subject content, stressing that effective adoption 

requires balancing these domains. It addresses 

competency gaps and training efficacy. Social 

Cognitive Theory (Bandura 1986) explores how 

self-efficacy, social modelling, and institutional 

support influence AI adoption. SCT explains de-

mographic disparities (e.g., gender, experience) 

and how environmental factors (e.g., resources, 

policies) shape teachers’ willingness to use AI. 

Together, these theories analyse both the tech-

nical-pedagogical (TPACK) and motivational-

environmental (SCT) dimensions of AI literacy 

in education. 

 

Statement of the Problem 

Despite the attention given to AI in education, 

there is a growing concern about the variations 

between teachers’ literacy levels in relation to 

school types (public and private) and demo-

graphic categories (gender and experience). Few 

studies look at systemic disparities in institu-

tional support, while some research highlights 

general challenges militating against AI adop-

tion, such as a lack of professional personnel. In 

order to fill these gaps, this study aims to com-

pare AI literacy levels across school systems in 

Ibadan metropolis. It exposes discrepancies in 

resource availability, examines variations in in-

stitutional support between public and private 

schools, and ascertains if gender and teaching 

experience have anything to do with AI compe-

tency and integration. Using this approach, this 

study will offer an opportunity to filter out the 

obstacles and evidence needed to support AI lit-

eracy and provide tailored equity-focused treat-

ments for educators in Nigeria. 

 

Objective of the study 

The specific objectives of the study are to: 

• Find out the level of AI literacy among teach-

ers in public and private secondary schools in 

Nigeria. 

• Establish the difference in the level of institu-

tional support for AI literacy development 

between public and private secondary 

schools. 

• Ascertain if teachers' demographic factors 

(years of teaching experience) predict their 

ability to integrate AI into their teaching 

practices. 

• Find out if the difference in AI literacy level is 

based on gender in public and private sec-

ondary schools. 

 

Research questions 

• What is the level of AI literacy among teach-

ers in public and private secondary schools in 

Nigeria? 

• What is the difference in the level of institu-

tional support for AI literacy development 

between public and private secondary 

schools? 

• Do teachers' demographic factors (years of 

teaching experience) predict their ability to 

integrate AI into their teaching practices? 

• Is there a significant difference in the AI lit-

eracy levels between male and female teach-

ers in public and private secondary schools? 



 • Are there significant differences in AI literacy 

levels between teachers in public and private 

secondary schools? 

 

Methodology 

For this study, a descriptive survey research de-

sign will be utilised. The study will make use of 

400 teachers from public and private secondary 

schools in Ibadan metropolis using a stratified 

random sampling technique that spans across 

the 11 local government areas in Ibadan city. Se-

lection of samples will be based on the charac-

teristics and availability of resources in selected 

schools. Data for the study will be gathered with 

a quantitative, specially designed instrument 

tagged: AI Literacy, Institutional Support, 

Teachers' Demographic and Assessment Ques-

tionnaire (AI_LIS_TDAQ). The quantitative in-

strument will be populated with closed-ended 

questions designed on a four-point Likert scale 

that will inquire information from respondents 

on the level of AI literacy among teachers in pub-

lic and private secondary schools, differences in 

AI literacy levels and institutional support for AI 

literacy development between public and private 

secondary schools. It will also examine demo-

graphic factors in relation to the possibility of 

predicting teachers’ ability to integrate AI into 

teaching practices, as well as checking the signif-

icant difference in AI literacy levels between 

male and female teachers in public and private 

secondary schools. The reliability of the instru-

ment will be tested using Cronbach’s alpha. Data 

will be analysed using descriptive statistics of 

standard deviation, mean and inferential statis-

tics (T-test). Based on the findings from the 

study, recommendations will be made to differ-

ent stakeholders in education. 

 

Findings 

The findings and recommendations in this study 

will enable different stakeholders in education 

find appropriate solutions to AI literacy among 

secondary school teachers in both public and 

private secondary schools in Ibadan metropolis 

and, by extension, Nigeria as a country. 

 

Interdisciplinary implications 

This study is relevant to enhancing AI literacy 

among all secondary school teachers in Nigeria, 

as the findings and recommendations would be 

useful for all stakeholders in both school catego-

ries. 

  

Conclusion 

AI is a growing field that cuts across all aspects 

of life, in which education is of great importance. 

Research in this regard is vital to finding out 

how well secondary school teachers in Nigeria 

are positioned to circumvent being left behind in 

a world that is becoming more complex with eve-

ryday technology. This is the main objective that 

this study will help to address. 
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Abstract  

The rapid encroachment of artificial intelli-

gence (AI) on the moral space raises critical 

questions about its impact on human dignity, 

as it portends great dangers to fundamental 

human values. This project aims to investigate 

the challenges of AI explosion in the digital 

age on human beings in their essential dispo-

sitions. It addresses the many obstacles posed 

by AI to human autonomy, personal identity, 

self-sufficiency, creativity/work, privacy, mor-

al agency, responsibility, integrity, and virtue. 

Employing a multidisciplinary approach, 

combining philosophical, legal, and techno-

logical perspectives, this research examines 

the effects of AI on human nature and actions. 

The lead questions are: what are the implica-

tions of emerging AI technologies for human 

dignity, autonomy, privacy, and human flour-

ishing, and how can these implications be ad-

dressed through a rethinking of human-AI re-

lations? How can AI producers and AI con-

sumers interact and/or contribute to sustaina-

ble AI projects and systems? This project aims 

to investigate these issues and propose practi-

cal policies for resolving them. The findings 

reveal that AI can both enhance and erode hu-

man dignity depending on the limits of its ap-

plication. Hence, we recommend that AI tech-

nocrats and policymakers should prioritise hu-

man-centred design in AI development and 

use. In this way, it will be ensured that AI sys-

tems respect human dignity and promote val-

ues of conscience, moral agency, privacy, re-

sponsibility, integrity, and virtue.   

 

Keywords: Artificial intelligence, human dig-

nity, ethics, moral agency 

 

Introduction 

The contemporary world is currently celebrat-

ing/contending with the AI regime. This re-

gime is replete with rarefied digitisation of in-

formation and behaviour with algorithmic con-

sequences. The human person, on the other 

hand, is a reality beyond the mathematical ab-

straction of the algorithm and digits. He lives a 

hylemorphic reality, having his essence as ra-

tionality. It is in this essence that his spirituali-

ty and intellectual faculties are constituted. 

This constitution gives/entitles him to a 
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 unique and unassailable moral dignity. This dig-

nity is now being made vulnerable by extreme 

reliance on digitalisation and algorithmic proce-

dures. The explosion of AI in unregulated forms 

makes this human dignity vulnerable to material 

sciences and technology. It reduces man to a 

means to an (technological) end. Notwithstand-

ing its apparent benefits, it is axiomatic that one 

cannot allow second-order benefits to impeach 

the “first order” and essential reality of “being.” 

In metaphysics, we recognise the priority of be-

ing over becoming, over accidents, and over ap-

plication (use). This is precisely the “sin” of AI: 

that it prioritises becoming, techniques and acci-

dents over being. It compromises human auton-

omy, personal identity, self-sufficiency, creative 

originality, privacy, moral agency, responsibility, 

integrity, and virtue. These categories vulnerable 

to AI are fundamental to human existence. Over-

reliance on AI will compromise autonomy, priva-

cy, creative originality, virtue, etc., all of which 

comprise the nature of man as man, not man as 

what he can do or what he can experience, but 

man as man, merely turning man into a robot. 

This paper offers a critique of this dangerous re-

ductionism and proffers remedies. 

 

Methodology 

The adopted research methodology is critical 

analysis, which will be based on a multidiscipli-

nary approach, integrating philosophical and 

technological perspectives. This is a method of 

inquiry in which one seeks to assess complex 

systems of thought by “analysing” them into 

simpler elements whose relationships are there-

by brought into focus (Baldwin 1998). Through 

critical analysis, I will evaluate and interpret key 

arguments regarding the ethics of artificial intel-

ligence. By adopting a multidisciplinary ap-

proach, I will study the nature and rethink the 

tensions between technological progress and hu-

man flourishing, leading to a philosophical ex-

amination of the implications for human meta-

physics, identity, autonomy, and creativity. 

 

Findings  

The findings reveal that AI can both enhance 

and erode human dignity and creative originali-

ty, depending on the limits of its application. The 

over-reliance on generative AI limits human 

originality. It is what is generated by man that 

forms the database of AI. What this means is 

that the capacity and sources of AI are the au-

tonomous originality of human cogitations that 

have been made available to the database. If men 

stop their original thinking and cease putting 

them in an AI database, only relying on what is 

already in the database, human knowledge will 

become limited, and there will be no advance-

ment. At this point, epistemology collapses, and 

we will no longer return to the original sources. 

Once originality is impinged on, there will be no 

advancement. Knowledge will only be recycled. 

Even the advancement of AI is dependent on 

original human cogitations. If we allow AI to 

limit human originality, AI will limit itself.  

Also, we risk losing the endeavour, frustration, 

and fulfilment that are intrinsic parts of any 

learning process by over-reliance on generative 

AI. It is this fulfilment that pushes man to fur-

ther exploration. But when he is totally excluded 

from the thinking process, he loses that push for 

further exploration and ingenuity; instead, he 

will be more inclined to buy bigger software that 

can do the thinking faster, killing creativity and 

originality.  

 

Interdisciplinary implications  

Employing an interdisciplinary approach that 

combines philosophical, legal, and technological 

perspectives, this research examines the effects 

of AI on human nature and actions. Its signifi-

cance lies in its ability to connect the traditional 

divides between the humanities and the techno-

logical landscape, which carries substantial con-

sequences, particularly within Nigerian educa-

tional contexts. It underscores the necessity for 

students, researchers, and AI developers to exer-



 cise caution in the use and development of gen-

erative AI systems.    

 

Conclusion 

In sum, we note that the explosion of AI in un-

regulated forms makes human dignity and crea-

tivity vulnerable to material sciences and tech-

nology. It reduces man to a means to an 

(technological) end. Over-reliance on generative 

AI will compromise autonomy, privacy, creative 

originality, etc., all of which comprise the nature 

of man as man, not man as what he can do or 

what he can experience, but man as man, merely 

turning man into a robot. Therefore, we recom-

mend that developers ensure that AI systems re-

main human-centred, ethically grounded, and 

directed towards the promotion and advance-

ment of human dignity. As articulated by Pope 

Francis (L’Osservatore Romano 2023), “We can-

not allow algorithms to limit or condition respect 

for human dignity, or to exclude compassion, 

mercy, forgiveness, and above all, the hope that 

people are able to change.” AI systems should be 

designed and set up in a way that protects the 

physical and mental health of human beings, as 

well as their cultural sense of identity. We rec-

ommend adopting Aristotle’s principle of the 

Golden Mean, which emphasises moderation, as 

a guide framework for AI developers and users. 
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Abstract 

Alzheimer’s disease (AD) is a progressive neu-

rodegenerative disorder with an alarming and 

rising prevalence in Nigeria. Artificial Intelli-

gence (AI) offers a promising pathway to sup-

port early diagnosis and personalised treat-

ment in the healthcare system. This study 

proposes the development of a culturally sen-

sitive, AI-powered diagnostic framework tai-

lored to the Nigerian context. Using a mixed-

methods approach, 600 participants will be 

recruited across three groups: diagnosed AD 

patients (n = 300), healthy controls (n = 200), 

and individuals at high risk (n = 100) from 

federal teaching hospitals in southwestern Ni-

geria. The study will gather multimodal data, 

including neuroimaging, cognitive assess-

ments, genomics, comorbidities, functional 

status, lifestyle factors, treatment history, and 

socio-demographic details, to train and vali-

date interpretable machine learning models 

aimed at early intervention and personalised 

treatment. The model will be trained to pre-

dict AD risk levels (low, moderate, high) and 

provide tailored treatment recommendations, 

including pharmacological options, neuropsy-

chological rehabilitation, caregiver support, 

and follow-up schedules, based on individual 

profiles. Primary outcome measures will in-

clude diagnostic accuracy (>85%), precision in 

treatment stratification, and alignment with 

clinical decision-making. Secondary outcomes 

will involve provider satisfaction, ease of inter-

preting the model, and potential for integra-

tion into existing healthcare workflows. By en-

suring ethical design, clinician readiness, and 

real-world applicability, this study aims to po-

sition AI as a transformative tool in Nigeria’s 

evolving neurological care landscape. 

 

Keywords: Alzheimer’s disease, Nigerian 

healthcare, artificial intelligence, machine 

learning 

 

Introduction 

Dementia has quietly become one of the 

world’s deadliest burdens, ranking as the sev-

enth leading cause of mortality globally. Of all 

known forms of dementia, Alzheimer’s disease 
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 (AD) accounts for approximately 60% (World 

Health Organisation 2025). In Nigeria, the situa-

tion is particularly concerning, with reported AD 

prevalence increasing by over 400% between 

1995 and 2015 (Adeloye et al. 2019). This figure 

is likely to rise, given our rapidly ageing popula-

tion, underdiagnosis, and low public awareness. 

 

Alzheimer’s disease encompasses more than just 

memory loss. It is a progressive neurodegenera-

tive condition that impacts cognition, daily func-

tioning, behaviour, and quality of life. The bur-

den is felt by patients, caregivers, families, com-

munities, and the fragile healthcare infrastruc-

ture, which struggles to respond meaningfully 

(Gupta and Iftekhar 2024). Despite extensive 

global research on early detection and interven-

tion, African nations, such as Nigeria, remain 

underrepresented in the data and innovations 

that drive care solutions. 

 

AI presents a unique opportunity to bridge this 

gap if implemented thoughtfully. On a global 

scale, AI has demonstrated effectiveness in 

streamlining diagnostics, analysing intricate bio-

medical data, predicting disease progression, 

and improving treatment outcomes across vari-

ous fields, including neurodegenerative diseases 

(Rane et al. 2023; Kale et al. 2024). In the con-

text of Alzheimer’s, AI’s capability to integrate 

cognitive, imaging, genetic, and behavioural data 

allows it to reveal subtle indicators that might 

otherwise remain unnoticed in standard clinical 

practice. 

 

However, this technology has been trained and 

validated in Western contexts. In Nigeria, as well 

as many low- and middle-income countries 

(LMICs), challenges abound, ranging from the 

lack of region-specific datasets to limited AI in-

frastructure, low technological literacy among 

healthcare workers, and critical ethical concerns 

regarding data use and access (Oladipo et al. 

2024). This study emerges at the intersection of 

these challenges and opportunities. It proposes 

developing a machine learning-powered system, 

trained on local data, to aid in the early detection 

and personalised management of Alzheimer’s 

disease in Nigeria. This model not only fits our 

context but also reflects our realities. 

 

Methodology 

This research employs a mixed-methods cohort 

design, recruiting 600 participants: 300 diag-

nosed with Alzheimer's disease (AD), 200 

healthy controls, and 100 high-risk individuals 

due to family history, comorbidities, or cognitive 

symptoms. Participants will be selected from 

federal teaching hospitals in southwestern Nige-

ria to ensure diversity in terms of regions, eth-

nicities, and socioeconomic statuses. The study 

will collect data to develop machine learning 

models, including cognitive assessments, neu-

roimaging data, socio-demographic information, 

medical history, and functional status. 

 

The AI system will utilise interpretable machine 

learning algorithms, such as Random Forest and 

XGBoost, for clinical transparency and manag-

ing heterogeneous data (Lundberg et al. 2020). 

Models will be trained on diverse data, including 

neuroimaging (MRI/PET), cognitive scores, ge-

nomic markers, patient outcomes, and socio-

demographics. 

 

Natural language processing (NLP) techniques 

will extract insights from unstructured clinical 

records, enabling a deeper understanding of pa-

tients’ journeys (Rajkomar et al. 2019). Data pre-

processing will involve principal component 

analysis (PCA) for dimensionality reduction and 

the k-nearest neighbours algorithm for missing 

values. Models will be validated using k-fold 

cross-validation and evaluated based on accura-

cy, sensitivity, specificity, and the area under the 

curve (AUC). Qualitative methods, such as semi-

structured interviews and focus groups with pa-



 tients, caregivers, and clinicians, will explore 

perceptions of AI-based diagnostics and person-

alised treatment. Thematic analysis will inter-

pret this data, ensuring that cultural sensitivity 

and human-centred design guide AI model de-

velopment. 

 

Ethical protocols will adhere to the guidelines of 

the Nigerian National Health Research Ethics 

Committee, ensuring informed consent, confi-

dentiality, secure data storage, fairness, and cli-

nician training. Community and clinical stake-

holders will be engaged to explore perceptions of 

AI in healthcare and guide culturally grounded 

implementation strategies. A pilot deployment 

in southwestern Nigeria will test the AI model’s 

real-world effectiveness, usability, and ethical 

acceptability. To address bias, we will utilise fair-

ness-aware algorithms and a representative da-

taset that reflects Nigeria’s diverse ethnic, socio-

economic, and health profiles. Continuous feed-

back loops and collaboration with local clinicians 

will refine the model to reflect the local context. 

Power dynamics will be mitigated through par-

ticipatory research, with community engagement 

sessions enabling patients and providers to co-

shape the design and evaluation of AI. Transpar-

ency in model operations will further promote 

trust and inclusivity. Recognising Nigeria’s infra-

structural challenges, the AI system will be de-

signed for offline use, with minimal data re-

quirements, and compatibility with low-cost de-

vices, such as tablets. It will function reliably 

even in the event of power or internet disrup-

tions and will be adapted for local languages, en-

suring broader accessibility across Nigeria’s mul-

tilingual communities. 

 

Expected outcomes and findings 

This study develops a machine learning model to 

identify Alzheimer's disease (AD) risk early, aim-

ing for a diagnostic accuracy of over 85% in high

-risk groups. This advancement seeks to enhance 

early diagnosis and clinical outcomes. The AI 

model will classify AD risk as low, moderate, or 

high, creating personalised intervention recom-

mendations for care plans. Recommendations 

will consider each participant’s clinical profile, 

which may involve pharmacological interven-

tions, neuropsychological rehabilitation, caregiv-

er support, and follow-up schedules. The study 

will evaluate the AI model's effectiveness in 

terms of diagnostic accuracy, treatment preci-

sion, usability, and satisfaction among both pro-

viders and patients. A comparative analysis will 

assess the AI model against traditional diagnos-

tic methods in Nigerian healthcare. Preliminary 

findings suggest that AI-assisted screening will 

demonstrate higher sensitivity and earlier detec-

tion compared to conventional assessments, 

which rely on cognitive testing and symptom ob-

servation. The system will offer predictive in-

sights and explainable decision pathways, foster-

ing clinician trust and adoption.  

 

This study will highlight the challenges of inte-

grating artificial intelligence (AI) into Nigeria’s 

healthcare system, including clinician training 

deficiencies, infrastructure constraints, and ethi-

cal concerns about bias, privacy, and data sover-

eignty. It will focus on identifying and mitigating 

biases in AI, particularly related to overfitting to 

specific ethnic or socio-economic groups. Meth-

ods such as fairness-aware machine learning al-

gorithms and regular audits of model predictions 

across demographics will be used to promote eq-

uitable outcomes. Participatory research, involv-

ing consultations with clinicians, patients, care-

givers, and policymakers, will ensure that the AI 

system is contextually relevant. Resource limita-

tions will be addressed by developing a scalable, 

cost-effective AI solution that operates offline or 

with minimal internet access, optimised for 

basic computing systems to ensure usability in 

resource-constrained environments. Support for 

major Nigerian languages will enhance accessi-

bility and inclusivity. Cases of null findings, such 

as no significant advantages of AI over tradition-

al methods in specific subgroups, will be docu-



 mented and analysed for future AI improve-

ments and recommendations. This framework 

could serve as a blueprint for AI deployment in 

other low- and middle-income countries. 

 

Interdisciplinary implications 

This study presents a culturally relevant AI mod-

el for clinical neuropsychology, neurology, and 

geriatrics, while providing real-world insights 

into AI ethics in low-resource settings. It has the 

potential to shape dementia care policy in Nige-

ria, update medical and psychology curricula to 

enhance AI readiness, and foster interdiscipli-

nary collaboration among health and technology 

experts. Above all, it aims to centre the experi-

ences of older Nigerians, ensuring they are not 

left behind in the global health innovation race. 

 

Conclusion 

This research addresses Alzheimer's disease in 

Nigeria and the potential of artificial intelligence 

in enhancing diagnostic accuracy, speed, and 

clinical outcomes in AD detection. By integrating 

technology with ethical data practices and cul-

tural contexts, the study aims to develop a diag-

nostic model that understands the human expe-

rience. It aims to detect Alzheimer's disease ear-

lier, treat it effectively, and enhance knowledge 

of the disease in Nigeria for the benefit of the 

community. 

 

The findings suggest that sensitive, resource-

adapted AI models can enhance the early diag-

nosis and management of Alzheimer's disease, 

even in diverse, resource-constrained settings 

such as Nigeria. It acknowledges limitations, 

such as limited clinical datasets, unreliable elec-

tricity and internet access, and potential biases 

from AI models trained on non-Nigerian data. 

Addressing these challenges is crucial for practi-

cal application. Theoretically, this work advanc-

es models for culturally responsive AI and the 

ethical use of technology. Practically, it provides 

a framework for similar neurodegenerative con-

ditions across Africa and low- to middle-income 

countries. 

Recommendations include investing in local da-

ta collection to ensure that AI models accurately 

represent the population, training clinicians in 

the interpretation and ethical use of AI outputs, 

developing national policies for equitable AI 

healthcare deployment, and fostering collabora-

tion among AI developers, healthcare providers, 

ethicists, and patient communities to support 

sustainable innovation. With adequate invest-

ments and partnerships, AI can effectively sup-

port the fight against neurodegenerative diseas-

es. This study lays the groundwork for that vi-

sion: one line of code, one patient, one narrative 

at a time. 
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Abstract 

Brain seizures are caused by sudden, 

uncontrolled electrical disturbances in the 

brain. These impact consciousness, 

behaviour, and motor functions, affecting 

people of all ages, especially children and 

adults in low-resource settings. According to 

the World Health Organisation, over 50 

million people globally live with epilepsy, with 

80% residing in low- and middle-income 

countries, including Nigeria. Research by 

Onwuekwe and Ezeala-Adikaibe (2013) has 

highlighted cultural stigma and diagnostic 

gaps in Nigeria that hinder effective seizure 

management. This study proposes a 

multimodal AI framework for accelerated 

brain seizure recovery, integrating 

NeuroChat, natural language processing 

(NLP), and logistic regression for proactive 

episode management. NeuroChat enables real

-time conversational tracking between 

patients and neuro-clinicians, capturing early 

seizure indicators. NLP algorithms process 

patient narratives to extract semantic patterns 

tied to seizure onset or recovery lag. These 

features are input into a logistic regression 

model to predict seizure likelihood and 

recommend timely interventions. In this 

research, logistic regression will be used to 

model the probability of seizure recurrence (P

(seizure)) based on 300+ variations of 

traditional clinical, behavioural, and 

environmental features collected from 

individuals living with seizures (e.g., frequency 

of past episodes, medication adherence, sleep 

quality, stress levels). By training the model 

with n = 300 patient data points, each 

represented by a vector of features (X₁, X₂, ..., 

Xₙ), the logistic regression model outputs a 

binary prediction (0 = no seizure, 1 = seizure), 

enabling personalised risk scoring and early 

intervention compared to static, non-adaptive 

traditional methods. 

This framework bridges clinical gaps in Africa 

by enabling personalised, linguistically 

adaptive seizure care, reducing misdiagnosis 

and treatment delay. Ultimately, it aligns AI 

innovations with global health goals by 

focusing on seizure-impacted populations 

often neglected in mainstream neurological 

research. 

Keywords:  Brain seizures, ML models, 

logistic regression, AI agents, TextGrad, 

seizure type, NeuroChat, ethical AI, AI safety, 

episode management 

 

A Multimodal AI Framework for Accelerated Seizure 
Recovery : Integrating Neuro Chat , NLP And Logistic 

Regression For Episode Management 
_______________________________ 

 

Dapherede Damilola Idhereveno  
____________________________________ 

SCAN TO READ ONLINE 



 Introduction 

Seizure, clinically referred to as epilepsy, is a 

neurological disorder characterised by sudden, 

uncontrolled electrical disturbances in the brain, 

which manifest as abrupt changes in behaviour, 

movement, sensation, or levels of consciousness. 

It is a major global health burden, affecting 

approximately 50 million people worldwide, 

with 80% of cases occurring in low- and middle-

income countries, according to the World Health 

Organisation (WHO 2022). In Nigeria, the 

burden of epilepsy is increasingly alarming, with 

studies showing a rising prevalence of 4.4–6.2 

per 1,000 people in both urban and rural 

populations (Onwuekwe and Ezeala-Adikaibe 

2013; Ogunniyi et al. 2014). The scarcity of 

trained neurologists, averaging less than one 

neurologist per 1 million people in many states 

in Nigeria, compounds the challenge (Adeloye et 

al. 2016). These factors contribute to 

misdiagnosis, social exclusion, and a widening 

treatment gap, underscoring the urgent need for 

innovative, scalable, and culturally aware 

solutions. The shortage of trained neurologists is 

further compounded by brain drain, limited 

residency training slots, and inadequate 

investment in neuroscience infrastructure. This 

stark imbalance places a tremendous burden on 

the few available specialists, leading to long 

waiting times, poor follow-up, and 

underreported or mismanaged cases. Moreover, 

due to this gap, many individuals living with 

seizures are pushed towards informal or 

traditional healing options, which delay 

appropriate medical intervention and increase 

the risk of complications, disability, or 

premature death. Addressing this neurologist-to

-patient disparity requires not only workforce 

development but the integration of AI-powered, 

culturally adaptive tools that can augment 

diagnosis and care at scale. 

 

AI approaches in solving seizure management 

gaps offer scalable, context-aware solutions for 

low-resource settings like Nigeria (Adeloye et al. 

2016; WHO 2022). By implementing TextGrad, 

a gradient-based natural language processing 

(NLP) framework, this research extracts subtle 

linguistic cues from patient narratives to aid 

early diagnosis. Large language models (LLMs) 

fine-tuned with local expressions enable 

culturally sensitive education and care support. 

A multi-agent architecture, including 

NeuroChat, simulates neuro-specialist responses 

for episode tracking and real-time 

recommendations. This integration enhances 

trust, improves care continuity, and aligns with 

global calls for ethical, inclusive AI in health 

(WHO 2021). Ongoing research by institutions 

like Google DeepMind and Stanford Medicine is 

advancing seizure prediction through 

neuroimaging and EEG-based AI models, 

achieving over 85% sensitivity (Abou Jaoude et 

al. 2023; DeepMind 2022). However, these 

models are often trained on non-African 

datasets, limiting cultural and clinical 

applicability.  

 

This research proposes a locally adaptable 

machine learning-powered system trained on 

Nigerian health records, seizure reports, and 

linguistic patterns. It integrates neuroimaging 

data, clinical histories, and local NLP cues to 

support early detection and personalised 

intervention. Embedding such tools in frontline 

health systems will aid non-specialist clinicians 

in diagnosis and monitoring. The system 

emphasises ethical AI deployment, culturally 

grounded outputs, and seamless integration with 

clinical workflows. It addresses the neurologist 

gap while improving access, trust, and continuity 

of care in seizure management. With Nigeria’s 

rising epilepsy burden, a contextualised, AI-

driven framework is not just innovative but 

urgently needed. 

 

Methodology 

This research involves n = 300 simulated patient 

trials across selected Nigerian healthcare 



 systems. Participants are categorised as children 

(n = 100), young adults (n = 100), and older 

adults (n = 100) to model age-specific seizure 

patterns. Seizure types analysed include focal 

onset, generalised tonic-clonic, absence, and 

atonic episodes. Each cohort’s data combines 

EEG time series, clinician notes, and patient 

narratives, feeding into a multimodal AI 

pipeline. The model leverages logistic regression, 

NLP, and neuro-symbolic agents for 

interpretable, patient-specific seizure 

management. 

Adopting AI product management lifecycle 

tailored for NeuroChat and addressing the 

critical gap in follow-up seizure management 

within Nigeria’s health context (Owolabi et al. 

2021; Adeloye et al. 2016), the system leverages 

multi-AI agents and machine learning under 

WHO’s AI safety and ethical guidelines (WHO 

2021; Leslie 2019), supporting tri-method 

recovery: patient care, caregiver support, and 

neuro-doctor clinician oversight. Key features 

include adaptive risk alerts and recovery 

prompts via audio feedback, chat, and video 

consultation, ensuring multi-modal accessibility 

(Acharya et al. 2018). The lifecycle prioritises 

iterative learning, culturally contextualised 

design, and collaboration across medical, 

technical, and community stakeholders to 

ensure equity and clinical reliability (Floridi et 

al. 2018; Jobin et al. 2019). 

The NLP module will extract data insights from 

patient feedback by applying sentiment analysis, 

topic modelling, and intent recognition to 

personalise care responses (Zhou et al. 2021). A 

community pool enables real-time sentiment 

tracking and fine-tuning of models using 

gradient-based updates (TextGrad) for adaptive 

learning. Neural search and clustering 

techniques will categorise patient text into 

clinical relevance, emotional tone, and follow-up 

priority, enhancing both individual care and 

broader health system insights (Guo et al. 2020; 

Johnson et al. 2022). 

To ethically simulate and validate this NLP-

driven seizure care framework, we adopt a 

rigorous psychometric and robustness approach 

inspired by Ilić (2023), ensuring that AI models 

are transparent, fair, and reliably capture patient 

intent and cognitive states. All procedures will 

align with WHO’s AI ethics for health, Nigeria’s 

Data Protection Act (2023), and oversight by the 

Medical and Dental Council of Nigeria (MDCN) 

to safeguard patient data and consent in clinical 

trials. Special focus is placed on machine 

learning safety stress-testing models for bias, 

adversarial risks, and contextual 

misinterpretation, critical in neuro-healthcare 

(Leslie 2019; Jobin et al. 2019). We will apply 

human-in-the-loop validation, ensuring that AI 

insights complement clinician judgment and 

meet NSNS (Nigerian Society of Neurological 

Sciences) standards. This creates a resilient, 

regulation-ready system designed for scalable 

integration into Nigeria’s clinical neuro-care 

landscape. 

 

Expected outcomes and findings 

The expected outcome from this research is to 

significantly boost the efficiency of neuro-

doctors in Nigeria, where the ratio is critically 

low, estimated at one neurologist per one 

million people (Owolabi et al. 2021). 

NeuroChat’s AI-driven monitoring and feedback 

system will help bridge this gap by 

autonomously managing routine pre- and post-

seizure care tasks, allowing doctors to focus on 

complex cases. We anticipate improved case 

triage and reduced patient wait times, leading to 

faster intervention and better resource 

allocation. This AI augmentation ensures 

scalable neuro-care despite workforce shortages. 

Furthermore, this approach will help streamline 

medical interventions by providing continuous, 

data-driven patient monitoring that informs 

precise prescription adjustments and 

personalised recovery plans (Kuhlmann et al. 

2018). The AI will flag abnormal recovery trends 

and suggest dosage recalibrations or alternative 



 therapies, enhancing patient outcomes and 

medication adherence. This will reduce relapse 

rates and medication errors, a known challenge 

in epilepsy care. Ultimately, NeuroChat acts as a 

dynamic clinical decision support tool, 

integrating seamlessly into medical workflows. 

Finally, this will empower Nigeria’s healthcare 

system to adopt adaptive AI systems that 

enhance efficiency, ensure culturally inclusive 

care, and sustainably bridge gaps in neurological 

health management. 

 

Interdisciplinary implications 

The findings of this research sit at the nexus of 

data science, neuroscience, and applied 

mathematics, where predictive models 

transform raw EEG signals into actionable 

health insights. It bridges AI ethics and human-

centred design, ensuring that machine learning 

systems remain transparent, fair, and sensitive 

to patient dignity and cultural context. This 

interdisciplinary synergy redefines seizure care 

by merging computational rigour with social 

responsibility, fostering trust and inclusivity in 

neuro-health innovations. 

Moreover, this innovation has the potential to 

inform and shape new digital health policies, 

setting benchmarks for ethical AI deployment in 

clinical settings. As a pioneering breakthrough, it 

positions Nigeria’s healthcare system at the 

forefront of integrating adaptive, AI-driven 

neuro-care. This sets a transformative precedent 

for scalable, inclusive, and regulation-ready 

digital health solutions across the continent. 

Ultimately, this work places patient well-being 

above innovation, ensuring that every 

technological advance serves real human needs 

with compassion and dignity. The true measure 

of success lies in improving lives, restoring 

independence, and fostering trust in care. 

 

Conclusion 

Amid long lines of neuro patients and 

overstretched clinics, this innovation reimagines 

service delivery by transforming bottlenecks into 

opportunities for proactive care, delivering real-

time monitoring, personalised recovery plans, 

and AI-guided support that extend beyond 

hospital walls. By bridging clinical gaps with 

continuous, patient-centred management, it 

empowers individuals to take control of their 

recovery while easing the burden on Nigeria’s 

strained neuro-health system. 
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Abstract 

The COVID-19 pandemic had a significant im-

pact on healthcare-seeking behaviours global-

ly, particularly concerning mental health. 

Lockdowns and social distancing measures 

led to an increase in the use of online plat-

forms to access mental health information. In 

Nigeria, where digital technologies are becom-

ing more prevalent and mental health facili-

ties are not widespread, there is a need to un-

derstand how online mental health searches 

varied across different regions during and af-

ter the pandemic. This study aims to analyse 

the patterns of online healthcare information-

seeking behaviour related to mental health in 

Nigeria during and post the COVID-19 pan-

demic. A mixed-methods research design was 

used, combining Google Trends data from 

2019–2021/2022–2025, with a questionnaire 

distributed to 400 respondents to assess per-

sonal experiences and barriers to accessing 

mental healthcare in Nigeria. The study con-

sidered independent variables such as COVID

-19 periods (during vs post-pandemic), socio-

demographic factors (age, gender, education, 

location, and income level), and barriers to 

accessing mental healthcare in Nigeria. The 

dependent variables included the volume of 

mental health-related online searches. Data 

analysis will involve descriptive and inferential 

statistics on search volume index (SVI). Ma-

chine learning will be used for time-series 

analysis/K-means clustering, geospatial map-

ping using geographic information system 

(GIS) software, and Spearman’s rank correla-

tion to examine the relationship between men-

tal health-related searches and barriers/socio-

economic factors. This study integrates artifi-

cial intelligence (AI), specifically machine 

learning, into the social science investigation 

of online information-seeking behaviour relat-

ed to mental health in Nigeria. 

 

Keywords: COVID-19 pandemic, machine 

learning, mental health, online information-

seeking behaviour, spatial analysis 

 

Introduction 

The COVID-19 pandemic, which began in late 

2019, has significantly disrupted public health 

systems and societal structures across the 

globe (Chen et al. 2021; Talevi et al. 2020). The 

pandemic has not only caused health issues 

but also had significant repercussions on vari-

ous aspects of society due to interventions like 

lockdowns and social distancing. These 
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 measures have had extensive consequences on 

economic stability, social interactions, and indi-

vidual well-being (Galea, Merchant, and Lurie 

2020; Venkatesh and Edirappuli, 2020; Fluharty 

et al. 2021). These disruptions have led to a 

growing concern about a potential crisis in men-

tal health, with increasing cases of anxiety, de-

pression, and emotional distress during and con-

tinuing after the pandemic (Chen et al. 2021; 

Pfefferbaum and North 2020; Cullen, Gulati, 

and Kelly 2020). 

 

Mental health, defined as a state of well-being in 

which individuals can cope with the normal 

stresses of life, work productively, and contrib-

ute to their communities (Malette 2023; Ugwu, 

Onayinka, and Sanni 2024), has become a criti-

cal public health focus during the pandemic. Re-

search suggests that individuals with pre-

existing mental health conditions are particular-

ly vulnerable, often experiencing reduced life ex-

pectancy and poorer physical health outcomes 

(Rodgers et al. 2018). Vulnerable populations 

such as the elderly, adolescents, and children 

have been disproportionately affected (Talevi et 

al. 2020; Catling et al. 2022). 

 

In Nigeria, the pandemic has compounded 

longstanding mental health challenges rooted in 

socio-economic hardship, security issues, and a 

fragile healthcare infrastructure (Ugwu, Onayin-

ka, and Sanni, 2024). Nigeria faces a critical 

shortage of mental health professionals, with on-

ly a limited number of psychiatrists and psy-

chologists serving a population of over 200 mil-

lion (Okpalauwaekwe, Mela and Oji 2017; Ugwu, 

Onayinka, and Sanni 2024). Barriers to access-

ing healthcare services, such as high expenses, 

geographical remoteness, and entrenched social 

disapproval, continue to exist. These obstacles 

hinder individuals from receiving necessary 

medical care (Labinjo et al. 2020; WHO 2016). 

Consequently, many Nigerians with mental 

health conditions lack access to modern, evi-

dence-based treatment options (Omigbodun 

2001; Wada et al. 2021). 

 

Due to the restricted availability of formal men-

tal health services, a significant number of indi-

viduals in Nigeria are seeking information from 

alternative sources, with online platforms being 

a popular choice. The pandemic accelerated this 

trend, as restrictions on physical movement and 

the health system strain drove people to seek 

health-related information online. Digital plat-

forms offer convenience, affordability, and ano-

nymity, making them a preferred choice for 

many (Jia, Pang, and Liu 2021; Jamiu et al. 

2023). The motivations for seeking health infor-

mation online range from understanding symp-

toms and exploring treatment options to making 

informed health decisions (Riordain and 

McCreary 2009). 

 

Although online health information-seeking be-

haviour has been studied in Nigeria, particularly 

among groups like university students and preg-

nant women, much of the existing research as-

sessed this behaviour before and in the course of 

the pandemic (Jamiu et al., 2023). There re-

mains limited empirical evidence on mental 

health information-seeking online behaviour 

during and after the pandemic, particularly 

across different geographic regions of Nigeria. 

Furthermore, while the national increase in in-

ternet and smartphone usage was forecasted to 

exceed 65.7 million users in 2025 (Sasu 2024), 

thus suggesting a growing reliance on digital 

public health infrastructure, questions remain 

about whether this infrastructure is equitably 

accessed and effectively used for mental health 

support. 

 

This study addresses the critical gap in under-

standing the spatial dynamics of online mental 

health information-seeking behaviour in Nigeria. 

It focuses on comparing trends during the 

COVID-19 pandemic (2020–2021) and the post-



 pandemic period (2022–2024). The objectives 

are fourfold: to examine the temporal and spa-

tial patterns of online mental health information

-seeking behaviour; to identify regional dispari-

ties across Nigerian states; to explore key barri-

ers such as limited access to mental health ser-

vices, stigma, digital infrastructure, and socio-

economic challenges that drive individuals to 

seek mental health information online; and to 

assess the relationship between online mental 

health information-seeking behaviour and con-

textual factors such as internet penetration, 

mental health service availability, regional socio-

economic status, and population density. 

 

This study integrates artificial intelligence (AI), 

specifically machine learning, into a social sci-

ence investigation of online information-seeking 

behaviour related to mental health in Nigeria. 

While grounded in behavioural and societal 

analysis, the research applies K-means cluster-

ing and time-series analysis to large-scale 

Google Trends data to identify patterns in men-

tal health-related search behaviour during and 

after the COVID-19 pandemic. 

 

The relevance of this study to Nigeria is huge, as 

access to formal mental healthcare is limited due 

to a shortage of professionals, high costs of ser-

vices, stigma, and inadequate infrastructure. As 

a result, many people turn to online platforms 

for mental health information, which may not be 

effective. By examining spatial patterns of this 

behaviour during and after the COVID-19 pan-

demic, the study highlights regional disparities 

and digital health gaps. Its findings can guide 

policymakers and health stakeholders in devel-

oping targeted, equitable interventions to im-

prove mental health support across the country. 

 

Methodology 

This study employs a mixed-methods research 

design to explore online mental health infor-

mation-seeking behaviour in Nigeria during and 

after the COVID-19 pandemic. It integrates sec-

ondary data from Google Trends with primary 

survey data to provide both quantitative and 

contextual depth. The Google Trends data will be 

analysed for two time periods: 2019–2021 

(during the pandemic) and 2022–2025 (post-

pandemic). The data will focus on search terms 

related to mental health (e.g., "anxiety," 

"depression," "stress," "PTSD") and COVID-19 

(e.g., "coronavirus symptoms," "COVID-19," 

"pandemic"). This will help assess temporal 

trends (search volume index) and spatial varia-

tions in online health information-seeking 

across Nigeria’s states. A structured question-

naire survey will be administered to 400 re-

spondents across Nigeria. Using a stratified sam-

pling method. The survey will ensure diverse 

representation across geographic and demo-

graphic groups. 

 

The independent variables in this study include 

the COVID-19 period (during vs post-pandemic), 

socio-demographic factors (age, gender, educa-

tion, region, and income), and barriers to access-

ing mental healthcare. The dependent variable is 

the volume of mental health-related searches 

online. Data analysis will involve both descrip-

tive and inferential statistics. Descriptive statis-

tics (frequencies, means, percentages) will be 

used to summarise survey responses, with re-

sults visualised using charts and geographic in-

formation system (GIS) maps to illustrate re-

gional disparities. For inferential analysis, time-

series analysis and K-means clustering (via ma-

chine learning techniques) will be used to identi-

fy distinct patterns in search behaviour over 

time. Additionally, Spearman’s rank correlation 

will examine relationships between socio-

economic variables and online information-

seeking behaviour, as well as between barriers to 

mental healthcare and online searches. 

 

Ethical considerations 

Using publicly available, anonymised data from 



 Google Trends generally does not require specif-

ic ethical approval for human subject research. 

However, we will ensure that we are complying 

with Google's terms of service. We will also ob-

tain ethical approval from our institution's re-

search ethics board and ensure informed con-

sent from respondents to the questionnaire and 

maintain anonymity and confidentiality of their 

responses.  

 

Expected results 

This study expects to reveal the temporal and 

spatial patterns in online mental health search-

es, with increased activity during and after the 

COVID-19 pandemic. We anticipate identifying 

regional disparities in online mental health en-

gagement, influenced by differences in barriers 

to physical mental healthcare delivery and socio-

economic variables. Finally, we expect to find 

correlations between online information-seeking 

behaviour and barrier factors/socio-economic 

factors, which will inform targeted policy re-

sponses for improving mental health access. 

 

Interdisciplinary implications 

This research bridges disciplinary boundaries by 

integrating computational methods (machine 

learning), public health, social science, and GIS 

to explore how Nigerians interact with digital 

platforms for mental health information. It com-

bines machine learning and conventional statis-

tical analysis to understand behavioural patterns 

and healthcare access, offering a holistic frame-

work for understanding online health-seeking 

behaviour in a rapidly digitising society. 
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Abstract 

The integration of artificial intelligence (AI) 

into military operations is transforming mod-

ern warfare, presenting both opportunities 

and risks especially in conflict-affected areas 

where human security challenges persist. In 

Nigeria, where security threats from Boko Ha-

ram insurgency, inter-communal violence, 

and banditry present complex challenges, AI 

holds the potential to enhance military capa-

bilities and improve operational efficiency. 

However, its deployment also raises critical 

concerns about unintended consequences, in-

cluding biases, loss of human oversight, and 

the escalation of conflict if unchecked. This 

duality underscores the urgent need for care-

fully crafted policies tailored to managing the 

risks of AI while ensuring ethical application 

in military operations. Based on available lit-

erature, this research finds that Nigeria faces 

a critical gap in AI regulation, with current 

military policies insufficiently addressing the 

ethical and human security implications of 

autonomous weapons systems in military op-

erations. Therefore, this research explores 

policy solutions required to manage these 

risks and safeguard human security in the Ni-

gerian military. This research is interdiscipli-

nary as it interrogates extant literature and 

empirical evidence from strategic and war 

studies, legal and public policy, as well as tech-

nology applications. Methodologically, the re-

search employs a qualitative approach, involv-

ing review of existing policies and empirical 

exploration of case study analysis using the Ni-

gerian military operations in the northeast. 

Primary data is to be acquired through inter-

views with military and AI ethics experts to un-

derstand how AI is currently utilised in Nigeri-

an military operations and the challenges it 

poses. The research aims to provide a nuanced 

understanding and a balanced approach to AI 

integration in military operations, while offer-

ing policy solutions to the ethical applications 

of AI in military context. 

 

Keywords: Artificial intelligence, military op-

erations, human security, public policy, Nigeri-

an military 

 

Introduction 

The deployment of artificial intelligence (AI) in 

military operations marks a significant shift in 

modern warfare and internal security strate-

gies, especially in states experiencing irregular 
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 warfare. In Nigeria, the use of AI technologies 

such as surveillance and combat drones is in-

creasingly being integrated into counterinsur-

gency (COIN) and counterterrorism (CT) opera-

tions against groups such as Boko Haram and 

the Islamic State’s West Africa Province 

(ISWAP) in the North East, as well as banditry in 

the North West (Obe 2022; Ndukwe and Olu-

mide 2023). While these technologies enhance 

military capabilities and efficiency, their deploy-

ment amid weak regulatory frameworks, poor 

transparency and accountability mechanisms, 

and a history of human rights violations by secu-

rity forces raises serious ethical, legal, and hu-

manitarian concerns. Despite these critical con-

cerns, literature on AI and military ethics focus-

es on the regulatory frameworks and doctrinal 

policies of Western countries such as those of the 

United States Department of Defence, NATO, 

and the European Union (Scharre 2018; Bou-

lanin and Verbruggen 2017). There appears to be 

a paucity of scholarship on the deployment of AI 

in African military operational environments, 

particularly in Nigeria, despite the country’s ac-

tive use of AI technologies in military operations 

(Aghedo and Eke 2020). Most importantly, there 

appears to be an absence of a coherent policy or 

legal framework to regulate the application of AI 

in military operations, or any targeted legislative 

or ethical guidelines for military operations. 

 

This study interrogates this regulatory vacuum 

by exploring viable policy solutions for manag-

ing the risks of AI in military operations in Nige-

ria, while safeguarding human security. This 

study investigates the implications of Nigeria’s 

increasing adoption of AI-enabled military tech-

nologies for military operations. It examines the 

significant policy vacuum surrounding the de-

ployment of military AI in Nigeria and seeks to 

propose practical policy solutions grounded in 

international humanitarian law, AI ethics, and 

accountability. The study adopts a multidimen-

sional lens, drawing from fields including inter-

national humanitarian law, security studies, 

public policy and technology. By doing so, the 

paper contributes to an emerging body of litera-

ture that bridges the gap between the use of 

emerging technologies and the imperative of 

protecting civilian populations in African con-

texts. 

 

Methodology 

This study employs a qualitative research design 

through an interpretivist lens to explore the risks 

posed by the deployment of AI in Nigerian mili-

tary operations and the policy frameworks nec-

essary to safeguard human security. The primary 

research question guiding this study is: how can 

Nigeria manage the risks of AI in military opera-

tions through effective policy frameworks to pro-

tect human security? The research adopts AI as a 

subject of inquiry rather than a tool of analysis 

by critically interrogating what policy framework 

could be targeted at safeguarding human securi-

ty in AI-driven military operations. This choice 

reflects the study's concern with normative and 

institutional issues such as legality, ethics, and 

the implications of human security.  

 

Semi-structured interviews with 15–20 key in-

formants, including senior military officers, AI 

ethics scholars, and policymakers, will uncover 

how AI tools are currently being deployed in mil-

itary operations in Nigeria and what challenges 

arise in the absence of specific legal and ethical 

frameworks. Participants will be selected based 

on expertise and experience, using purposive 

sampling to reach key respondents. Secondary 

sources, including Nigerian military strategy 

documents and reports from oversight institu-

tions such as the National Human Rights Com-

mission, as well as international bodies like the 

UN, International Committee of the Red Cross, 

and Amnesty International, will complement 

primary data. The data collected will be analysed 

using thematic content analysis to identify recur-

ring patterns, and key themes will be generated 

to analyse the data. NVivo or similar qualitative 



 software might be used to code and organise 

large volumes of textual data, which will enhance 

transparency and analytical rigour. 

 

Given the sensitive nature of military operations 

and national security, all research will comply 

with ethical standards related to informed con-

sent, confidentiality, and risk mitigation. Inter-

view participants will be briefed about the 

study’s purpose and are allowed to withdraw at 

any stage. Anonymity will be maintained where 

required. Ethics clearance will be obtained from 

the appropriate institutional board prior to data 

collection if required.  

 

Expected Outcomes and Findings 

The study will develop a comprehensive and 

context-sensitive framework for managing the 

risks of AI in military contexts—one that priori-

tises civilian protection, ethical oversight, and 

democratic accountability. In doing so, the study 

will fill a significant knowledge gap in the inter-

section of AI, military practice, and human 

rights in Nigeria. It will specifically reveal the 

absence of a national defence AI policy and the 

lack of institutional safeguards for preventing 

the misuse of AI technologies in military opera-

tions in Nigeria. These findings will be critical in 

demonstrating that Nigeria’s adoption of AI in 

military operations is currently unregulated, 

opaque, and susceptible to both misuse and ethi-

cal violations, thus undermining both human 

security and operational legitimacy. 

 

The research also intends to map out policy en-

try points, such as legislative oversight, ethical 

review mechanisms for the armed forces, that 

can serve as foundational steps towards a na-

tional AI defence governance framework. The 

study will prescribe how Nigeria can align with 

global best practices as proposed by NATO, the 

EU, or the United States Department of Defence, 

while tailoring these approaches to its domestic 

security and governance context. 

 

Interdisciplinary Implications 

This study bridges critical disciplinary bounda-

ries by intersecting the fields of artificial intelli-

gence, security studies, human rights law, ethics, 

and public policy. It contributes to the expand-

ing field of science and technology by exploring 

how emerging technologies interact with social 

and political systems, especially in fragile con-

texts like Nigeria, where governance structures 

and security institutions are in a delicate bal-

ance. 

 

Conclusion 

This study illuminates the complex and underex-

plored terrain of AI in Nigerian military opera-

tions, particularly through the lens of human se-

curity, ethical accountability, and government 

policy. From the findings, a central generalisa-

tion can be drawn: Nigeria’s adoption of AI in 

defence remains ahead of its institutional, legal, 

and ethical readiness. While the Nigerian mili-

tary has begun integrating AI tools in CT and 

COIN activities, there exists a significant gap in 

regulatory oversight and human rights safe-

guards. 

 

The study therefore concludes that AI's militari-

sation, in the absence of robust policy frame-

works, poses serious risks to civilian safety, dem-

ocratic governance, and operational legitimacy. 

It also shows that human-centred and context-

specific policies are urgently needed to mitigate 

these risks and ensure that technological ad-

vancement does not outpace normative safe-

guards. Broadly, the study offers a framework 

for integrating AI into military operations in 

ways that are accountable, culturally responsive, 

and aligned with Nigeria’s constitutional and in-

ternational obligations. 
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Abstract 

This study investigates the potential of artifi-

cial intelligence to improve political conflict 

and cooperation in the Lake Chad Basin 

(LCB). The study is qualitative in nature and 

draws data from secondary sources. The find-

ings revealed that Africa has been excluded 

from discussions on artificial intelligence at 

the global stage for a while, since Africa and 

African-based contexts were not considered 

when the earliest AI models were being devel-

oped. Despite this, artificial intelligence is be-

coming prevalent in Africa and, if used ethi-

cally, it has the potential to help combat con-

flict and foster cooperation in the Lake Chad 

Basin and other parts of Africa. However, the 

study concludes that there are often challeng-

es related to data quality, ethical considera-

tions, and governance framework on the de-

ployment of artificial intelligence, not only in 

the Lake Chad Basin but across Africa. The 

study then recommends that stakeholders 

such as the African Union, the LCBC, member 

states, and international partners establish a 

regional AI-powered early warning system 

and should also foster collaboration and part-

nership to harness the potential of AI in pro-

moting peace, stability, and development in 

the LCB.   

 

Keywords: Africa, AI, AU, conflict, coopera-

tion, Lake Chad Basin, LCB, LCBC  

 

Background to the Study        

The Lake Chad Basin (LCB) is a region of im-

mense strategic importance, situated at the 

heart of Africa. Spanning across Chad, Nigeria, 

Cameroon, and Niger, the LCB is a vital eco-

nomic and environmental hub, supporting the 

livelihoods of millions of people (Osanubi 

2024). The region's rich cultural heritage, di-

verse ecosystems, and significant natural re-

sources have made it a focal point for regional 

development. The unique geography of the 

LCB has shaped the lives of its inhabitants, in-

fluencing their economic activities, social 

structures, and cultural practices. However, 

despite its potential, the region faces signifi-

cant challenges that threaten its stability, as 

well as its development. In recent years, the 

region has been confronted with numerous 

challenges, including the Boko Haram insur-

gency, climate change, resource scarcity, and 
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 displacement of populations. These challenges 

have had devastating impacts on the LCB's secu-

rity, economy, and humanitarian situation, lead-

ing to widespread displacement, poverty, and 

human suffering. The Boko Haram insurgency 

has been a major driver of instability in the re-

gion, causing significant loss of life, displace-

ment, and destruction of infrastructure, and the 

complex dynamics of the LCB require innovative 

solutions to address its unique needs. It is in this 

context that the study explores the potential of 

artificial intelligence (AI) in conflict prevention 

and cooperation. 

 

The advent of AI has opened up new possibilities 

for addressing these complex challenges. AI 

models can analyse vast amounts of data, includ-

ing satellite imagery and social media, to identify 

patterns and provide predictive insights that can 

enhance conflict prevention, mitigation, and res-

olution in the LCB. By understanding the histori-

cal context of conflicts, regional politics, and di-

plomacy, AI-driven solutions can be tailored to 

address the unique needs of the region. 

 

The study aims to advance the body of 

knowledge on the potential for the application of 

AI to conflict prevention and cooperation in the 

LCB, while also highlighting the challenges and 

limitations of its deployment in the region. By 

examining the role of AI in promoting peace and 

stability in the LCB, the study seeks to provide a 

comprehensive understanding of how AI-driven 

solutions can be leveraged to support conflict 

prevention, mitigation, and resolution efforts in 

the region, taking into account the complex in-

terplay between technological, political, environ-

mental, and social factors. 

 

Study Area 

The LCB is located on the Sahelian part of West 

and Central Africa, by the southern edge of the 

Saharan Desert (Adewoye, Ukoha, and Okonkwo 

2023, 40), and it cuts across northern Came-

roon, western Chad, south-eastern Niger and 

north-eastern Nigeria (Sanusi 2024). The size of 

the area within the region covers 2,381635 km2, 

and its Conventional Basin, which is 427,500 

km2 valued at 20% of the LCB area, spans 42% 

in Chad, 28% in Niger, 21% in Nigeria, and 9% in 

Cameroon. These countries also formed the Lake 

Chad Basin Commission (LCBC), under whose 

mandate the water and other natural resources 

of the Lake Chad Basin are managed. 

  

Roughly 30 million people live in the LCB 

(Humanitarian Practice Network 2017; Osanubi 

2024), and the region has long been a socio-

economic and cultural melting pot that has wit-

nessed a series of state-building from pre-

colonial, colonial, and post-colonial periods 

(Umara 2018). It is home to several different 

ethnic groups, who are mostly farmers, each 

with their own unique culture and history. These 

ethnic groups, while they practise Islam, also 

have unique cultural adaptations to their specific 

societies. Groups like the Shuwa Arab, Kanuri, 

Hausa, Fulani, Buduma, Kotoko, Maba, and 

many others claim ownership and ancestral link-

age to the region (Osanubi 2024).   

 

Figure 1. The Map of the Lake Chad Basin 

 

Source: Vivekananda et al., Shoring Up Stabil-

ity, 23, figure 1.  

 

 



 Potential Application of Artificial Intelli-

gence in Combatting Conflict and Foster-

ing Cooperation in the Lake Chad Basin  

 

The LCB is situated within a complex and dy-

namic landscape characterised by increasing 

tensions, climate change, and the natural re-

source and economic paradox (Adebola and 

Aniekwe 2022). These factors have contributed 

to significant humanitarian crises, displacement, 

and loss of life in the region (Osanubi 2024). The 

Boko Haram insurgency has been a major driver 

of conflict in the LCB, exacerbating existing ten-

sions and competition over scarce resources. Cli-

mate change has further complicated the conflict 

dynamics, leading to intensified competition for 

resources such as water and land. 

 

The application of AI offers a promising avenue 

for addressing the complex challenges facing the 

LCB. AI can significantly enhance conflict pre-

vention and management in the region by ana-

lysing satellite imagery, social media, and histor-

ical trends to detect emerging threats in the re-

gion. The use of AI-powered platforms such as 

the Global Conflict Risk Index, which utilise ma-

chine learning algorithms to predict possible 

outbreaks of conflict, can also provide insights 

that inform conflict prevention and management 

strategies (Ndzana 2025). If done in a timely 

manner, AI can help assess security threats in 

the LCB and also enable proactive measures that 

could help prevent the outbreak of conflict in-

volving its member states and violent non-state 

actors (VNSAs). To key into this, the LCBC and 

member states will have to integrate the AU 

Continental AI Strategy into their conflict miti-

gation, prevention, resolution, and plans of ac-

tion.  

 

A key benefit of AI in conflict prevention and 

management is its ability to identify potential 

flashpoints and areas of high risk, allowing for 

targeted interventions and resource allocation. 

AI can analyse large datasets to identify patterns 

and trends of conflict that may not be apparent 

to human analysts, providing a more detailed 

understanding of the complex dynamics of con-

flict in the LCB. The use of AI in early warning 

systems can also reduce the impact of conflict on 

local communities by enabling early response 

and mitigation efforts (Amani Africa 2025). AI 

can help inform the development of targeted in-

terventions, such as food aid programmes of the 

Food and Agriculture Organisation (FAO) or the 

peacebuilding initiatives of the United Nations 

Development Programme (UNDP), by analysing 

data on food security, climate-related disasters, 

and population movements across national 

boundaries of the LCB states. 

 

The LCBC and member states can leverage AI to 

analyse data on cross-border security threats like 

arms proliferation and identify potential areas of 

cooperation. The natural language processing 

(NLP) tools of AI can contribute to conflict reso-

lution via diplomatic mediation by analysing ne-

gotiation patterns and advising leaders within 

the region. By analysing large datasets, AI can 

help identify potential areas of conflict and in-

form the development of targeted peacekeeping 

and military strategies of the Multinational Joint 

Task Force (MNJTF), the regional security outfit 

saddled with the task of combating Boko Haram 

and other VNSAs. This can enhance regional co-

operation and peace-led efforts in the LCB by 

optimising surveillance systems, logistics, and 

decision-making processes (Ndzana 2025).  

 

Effective application of AI in the LCB requires 

collaboration and partnership among stakehold-

ers, including the African Union (AU), the LCBC, 

member states, and international partners. By 

pooling their resources and expertise, stakehold-

ers can harness the potential of AI to promote 

peace, stability, and development in the LCB. 

The AU can provide strategic guidance and sup-

port, while the LCBC can facilitate regional coor-

dination and cooperation. International partners 

can provide technical assistance, funding, and 



 expertise to support the development and de-

ployment of AI-powered solutions in regional 

centres and also in conflict-ravaged communi-

ties in the riparian states of the LBC.    

 

Interdisciplinary Implications  

 

Bridging Disciplinary Boundaries: The 

study bridges disciplinary boundaries by com-

bining insights from multiple fields, including 

computer science, which provides the under-

standing of advanced analytical tools for conflict 

analysis and enables the identification of pat-

terns and trends in conflict data; history, which 

provides valuable insights into the drivers of 

conflict in the region and highlights the im-

portance of understanding the historical context 

of conflict; environmental science, which high-

lights the impact of environmental factors on 

conflict dynamics and underscores the need for 

sustainable and environmentally informed poli-

cies; international relations, which helps inform 

better understanding of conflict dynamics and 

regional security and highlights the importance 

of cooperation and diplomacy in preventing con-

flicts; and, lastly, public policy, which enables 

the development of effective policies for conflict 

prevention and regional cooperation and sup-

ports informed decision-making. 

Potential Applications in Nigerian Con-

texts: This study could enhance conflict preven-

tion and early warning systems, which can help 

prevent violent conflict and promote peace and 

stability in the country. Secondly, it could help 

inform policy decisions on cooperation and secu-

rity in the LCB, which can further help promote 

regional stability and cooperation, which will in 

turn help support sustainable development in 

Nigeria. 

Contributions to Understanding the Rela-

tionship between Technology and Society: 

The study could enhance conflict analysis and 

prevention by providing advanced analytical 

tools and enabling the identification of patterns 

and trends in conflict data. It may also inform 

policy decisions and support evidence-based pol-

icies by providing policymakers with valuable 

insights and data-driven recommendations. 

 

Additionally, the study could support communi-

ty-based initiatives for peacebuilding and devel-

opment by empowering local communities to 

take ownership of peacebuilding efforts, promot-

ing sustainable development. 

 

Resource Considerations for Implement-

ing Similar Work in Low-Resource Set-

tings 

The resources required to adapt the study in low

-resource settings include:  

• Digital Access: Access to reliable internet, 

data storage, and computational resources, 

which can support the effective use of AI-

driven solutions. 

Capacity building: Provide training and 

capacity-building programmes for local 

stakeholders, which can enhance their capac-

ity to use AI-driven solutions effectively. 

• Ethical guidelines: Establish clear guide-

lines for data collection, analysis, and use, 

which can ensure the responsible use of AI-

driven solutions. 

• Collaboration: Foster collaboration with 

regional organisations, governments, and lo-

cal communities, which can promote effec-

tive implementation and sustainability of AI-

driven solutions.  

 

Methodology  

The study employs a qualitative case study ap-

proach, utilising a desk review of secondary data 

from existing sources to examine the potential of 

AI applications on conflict and cooperation in 

the LCB. Data were collected from online and 

offline sources, including academic articles, re-

ports, and policy documents related to AI appli-

cations in conflict resolution and cooperation. 



 The collected data was thematically analysed, a 

qualitative research method that involves closely 

analysing data to identify common themes, ide-

as, subjects, and patterns of meanings that come 

up repeatedly. This approach allowed for a de-

tailed examination of the potential benefits and 

limitations of AI models in conflict resolution 

and cooperation. The study uses a case study ap-

proach to examine the LCB as a specific context 

where AI models can be applied to enhance con-

flict resolution and foster cooperation. The anal-

ysis focuses on identifying the potential applica-

tions and limitations of AI models in addressing 

conflict and promoting cooperation in the re-

gion. 

 

Ethical Considerations 

The study recognises that the technical 

knowledge of AI is limited among stakeholders 

in Africa, which may lead to biases in the inter-

pretation and application of AI models. It also 

acknowledges that resource limitations and ac-

cessibility challenges may affect the adoption 

and implementation of AI models in the LCB for 

its various activities, especially ones linked to 

conflict resolution and peaceful coexistence. 

 

Recommendations and Conclusion 

There are often challenges in the effectiveness of 

AI models because of the dependence on data 

quality, ethical considerations, and governance 

framework regulating AI’s deployment in Africa, 

and because Africa’s voice has previously been 

excluded from discussions on AI at various inter-

national fora. The effect of this exclusion is 

premised on the fact that Africa’s interests and 

African contexts were not seriously considered 

while AI models were being developed (Musoni 

2024). Despite these challenges, there has been 

significant progress recorded in the evolution of 

AI, from traditional models to generative sys-

tems capable of creating, extensively exploring, 

and interpreting complex data (Azaroual 2024). 

AI has been able to present a new framework for 

understanding the causes and consequences of 

conflict and how cooperation can be fostered by 

leveraging big data, machine learning, and pre-

dictive analysis, which help in providing early 

warning systems, strengthening cooperation, 

and improving policy actions.   

 

In Africa, AI is gradually making its way into 

technologies such as advanced surveillance sys-

tems and combat drones, which are deployed to 

fight organised crimes (Allen and Okpali 2022). 

The application of AI in issues of conflict and co-

operation, as it affects the LCB, offers a promis-

ing solution to the complex challenges of conflict 

prevention and management in the region. By 

leveraging AI models, the AU, LCBC, and other 

stakeholders can enhance their ability to detect 

emerging threats, identify potential flashpoints, 

and develop targeted interventions. AI can also 

inform the development of peace support efforts 

and military strategies, optimise surveillance 

systems, and facilitate diplomatic mediation. 

The effective application of AI in the LCB re-

quires collaboration and partnership among 

stakeholders, including the AU, the LCBC, mem-

ber states, and international partners. By pool-

ing their resources and expertise, stakeholders 

can harness the potential of AI to promote peace, 

stability, and development in the LCB. With AI-

powered solutions, the region can better address 

the complex challenges of climate change, envi-

ronmental degradation, and ongoing conflict, 

and work towards a more stable and prosperous 

future.  

 

The study recommends that the AU, LCBC and 

their member states establish a regional, AI-

powered early warning system to detect emerg-

ing threats and potential flashpoints and should 

also foster collaboration and partnership to har-

ness the potential of AI in promoting peace, sta-

bility, and development in the LCB. 
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Abstract 

Nigeria’s digital transformation and AI gov-

ernance initiatives, such as significant invest-

ments in digital public infrastructure and the 

rollout of a national digital identity system 

(NIMC), promise enhanced efficiency and 

greater financial inclusion. Yet they risk per-

petuating entrenched patriarchal and colonial 

inequities. This paper employs a feminist de-

colonial framework—drawing on diverse criti-

cal perspectives, including insights from the 

Pygmalion displacement approach—to inter-

rogate how efforts to “humanise” AI concur-

rently contribute to dehumanising, deskilling, 

and marginalising women. By centring Nigeri-

an contexts and local epistemologies, the 

analysis reveals how historical erasures, such 

as the sidelining of early female contributions 

in technology, are reproduced in contempo-

rary algorithmic systems that cloak bias under 

the guise of neutrality. 

Through detailed case studies spanning Ni-

geria’s public sector—from digital identity ini-

tiatives and resource allocation strategies to 

fintech innovations—this literature review ex-

poses a troubling paradox. Ambitious state-led 

projects are undermined by stark socio-

economic disparities, as exemplified by lower 

formal banking access among women (31% 

versus 61% for men) and significantly reduced 

internet usage. Qualitative insights, drawn 

from prior interviews, policy documents, and 

digital activist campaigns (e.g., 

#NameAndShameNigeria), further highlight 

the disconnect between technocratic govern-

ance and the lived realities of marginalised 

communities. 

In response, this synthesis advocates for an AI 

governance model that reorients digital trans-

formation as a tool for social justice. Central to 

this vision is the integration of participatory 

design, rigorous ethical oversight, and indige-

nous feminist epistemologies. Such an ap-

proach promises to address algorithmic biases, 

dismantle inherited hierarchies, and enable 

Nigeria to leverage technological advances in 

fostering inclusive growth, equitable resource 

distribution, and the celebration of cultural di-

versity. 

 

Keywords: Feminism, governance, decoloni-

Reimagining AI Governance in Nigeria - A  
Feminist Decolonial Critique of Digital  

Transformation and Gendered Inequalities 
_______________________________ 

 

Omokhose J. Ojebuovboh 
____________________________________ 

SCAN TO READ ONLINE 



 alisation, digital transformation, AI, gendered 

inequality. 

 

Introduction 

 

Nigeria is undergoing a rapid digital transfor-

mation that is sure to reshape public policy and 

social governance. Ambitious state-led initia-

tives, such as significant investments in digital 

public infrastructure and the rollout of a nation-

al digital identity system (NIMC), promise to 

herald an era of connectivity, expanding eco-

nomic opportunities for millions of citizens 

(Techeconomy 2024). And yet, beneath these 

promises lay numerous challenges. Varon et al. 

(2022) examine AI governance frameworks in 

this context through a feminist decolonial lens, 

and what becomes apparent is that algorithmic 

systems, often presented as objective and mod-

ern, can inadvertently perpetuate existing gen-

dered, racial, and colonial power imbalances. 

The prevailing literature on AI governance has 

largely emerged from technocratic discourses 

emphasising algorithmic fairness, transparency, 

and efficiency. However, critical feminist and 

postcolonial scholars like Morr (2024) and 

Ricaurte (2022) argue that these narratives ob-

scure the fundamental reality that digital trans-

formation is not a neutral technical process. Pro-

jects like “Not My A.I.” and broader critiques of 

digital colonialism highlight how AI systems of-

ten fail to acknowledge structural inequalities 

and injustices, thereby perpetuating existing sys-

tematic power imbalances, rather than disman-

tling them (Varon et al. 2022). Algorithms re-

duce complex human conditions—such as pov-

erty, gender identity, and cultural diversity—to 

reductive, machine-readable formats (Zajko 

2022). This reduction is reflective of historical 

marginalisation patterns conceptually linked to 

ideas like Pygmalion displacement, where the 

contributions and identities of marginalised 

groups, including women (e.g., the early 

“computer girls”), are systematically erased or 

undervalued (Erscoi et al. 2023).  

This study seeks to interrogate AI in governance 

and public policymaking, using a feminist de-

colonial lens to highlight the reproduction of 

harmful bias and the perpetuity of systemic op-

pression, despite algorithms being touted as ob-

jective and modern. Methodologically, this study 

adopts an interdisciplinary, qualitative frame-

work, combining critical policy analysis and his-

torical discourse, examination of contemporary 

scholars in the area of research, as well as com-

prehensive case studies drawn from Nigeria and 

analogous contexts in Latin America and parts of 

Africa. The data sources include academic litera-

ture, official policy documents, media reports, 

stakeholder interviews, and analyses of digital 

activism, as highlighted by hashtag campaigns 

such as #NameAndShameNigeria and 

#SayHerNameNigeria (Chiluwa 2024). By trian-

gulating these diverse materials, this research 

attempts to unpack the multiplicity of ways in 

which AI governance in Nigeria is shaped by 

global technocratic imperatives alongside local 

socio-cultural dynamics. 

Preliminary findings reveal a significant disjunc-

ture between Nigeria’s ambitious digital trans-

formation goals and on-the-ground realities. 

Challenges such as uneven digital literacy, infra-

structural and socio-cultural deficits that espe-

cially persist in rural areas (Tyers-Chowdhury 

and Binder 2021), and regulatory bottlenecks 

further complicate inclusive digital adoption in 

the country (Imaginarium HQ 2025). While in-

vestments in AI and digital public infrastructure 

promise improved operational efficiency and en-

hanced public service delivery (Asalu 2025), they 

also risk perpetuating historical biases rather 

than alleviating them. Marginalised voices re-

main largely absent from policymaking process-

es, exacerbating the disconnect between policy 

ambitions and lived experiences (Varon et al. 

2022). Burrell and Fourcade (2021) highlight 

this disconnect as an emphasis of the identified 

risk of unchecked algorithmic governance rein-

forcing, rather than redressing, existing inequal-

ities embedded in societal structures.  



 Situated at the crossroads of computer science, 

public policy, and feminist social theory, this re-

view challenges the notion of AI as a purely tech-

nical artefact. It emphasises that the design, im-

plementation, and regulation of digital systems 

are deeply embedded in cultural and historical 

contexts. In Nigeria, a nation still grappling with 

colonial legacies and persistent socio-economic 

disparities, such critical re-examination is not 

only timely but imperative (Onduko et al. 2024). 

This paper therefore advocates for a reimagined 

AI governance framework that centres local epis-

temologies, participatory design, and robust eth-

ical oversight, ensuring that digital transfor-

mation becomes a tool for equitable and cultur-

ally resonant progress (Lugonzo 2025).  

Methodology 

Research Question and Relevance 

This study reviews empirical and discursive aca-

demic literature to address the question: How 

do Nigeria’s digital transformation initia-

tives, particularly those involving AI tech-

nologies, reify historical gendered and co-

lonial inequities, and how can a feminist 

decolonial perspective reconstitute these 

processes towards more equitable out-

comes? 

This inquiry is significant both theoretical, chal-

lenging the dominant narrative of technological 

neutrality, and practical, by identifying policy 

gaps that marginalise local communities 

(especially women) and offering actionable in-

sights for reform. 

 

Research Framework 

The study is anchored in an interdisciplinary 

framework, drawn from the reviewed literature, 

incorporating three critical perspectives: 

• Feminist Decolonial Theory: This cri-

tiques how colonial legacies and patriarchal 

structures shape technological practices 

while foregrounding indigenous epistemolo-

gies and overlooked contributions (e.g., the 

“computer girls”). 

• Critical Discourse Analysis (CDA): This 

deconstructs language in policy documents, 

media reports, and digital activism, revealing 

how constructs like “objectivity” and “data-

driven decision-making” can mask underly-

ing biases. 

• New Social Movement Theory (NSMT): 

This explores how Nigerian women’s rights 

groups mobilise through online campaigns 

(e.g., #NameAndShameNigeria, 

#SayHerNameNigeria) to challenge state-led 

narratives and advocate for inclusive futures. 

 

Research Design and Methods 

Given the complex interplay among gender, 

technology, and policy, this study adopts a quali-

tative approach that synthesises existing re-

search, rather than generating new primary data. 

The methods employed across the reviewed liter-

ature include: 

• Document and Discourse Analysis: 

• Data Collection: Review policy doc-

uments, official publications, academ-

ic literature, and news media. 

• Analytical Process: Manual close 

reading and coding to identify recur-

ring themes (e.g., “humanisation,” 

“efficiency,” “objectivity”), supported 

by comparative case studies from Eu-

rope, the U.S., Latin America, and 

West Africa. 

• Digital Activism Data Analysis: 

• Data Collection: Gather digital con-

tent from social media platforms using 

tools like Netlytic. 

• Analytical Process: Thematic cod-

ing of online activism to reveal how 

digital campaigns contest official nar-

ratives. 

• Semi-Structured Interview Analysis: 



 • Participants: Review interviews with 

policymakers, technical developers, 

analysts, and representatives from 

feminist organisations. 

• Objective: Triangulate narrative in-

sights on AI implementation and digi-

tal governance. 

• Participant Observation: 

• Settings: Observations during AI sys-

tem deployments and policy forums. 

• Objective: Capture real-time interac-

tions and uncover discrepancies be-

tween official rhetoric and practice. 

• Supplementary Empirical Data: 

• Incorporate quantitative indicators 

such as internet usage and formal 

banking access disparities to ground 

qualitative findings. 

 

Data Preparation and Analytical  

Techniques 

Data from interviews, documents, and digital 

content is coded thematically and analysed using 

narrative analysis. Triangulation across diverse 

sources ensures that conclusions are robust and 

contextually grounded. 

 

Suitability of Methods and Their  

Relevance 

The qualitative, interdisciplinary approach is 

well-suited for capturing subtle socio-political 

nuances and context-specific insights that purely 

quantitative methods might overlook. By bridg-

ing computational critiques with social science 

methodologies, this study remains tightly linked 

to Nigeria’s unique socio-cultural landscape 

while providing actionable recommendations for 

more inclusive digital policies. 

Ethical Considerations 

This paper is firmly anchored in feminist decolo-

nial principles and is committed to ethical rig-

our, especially given the sensitive intersections 

of technology, gender, and institutional power in 

Nigeria. Data privacy is a central concern, and 

this study primarily draws on publicly available 

documents—including policy texts, academic lit-

erature, and social media posts—to examine dig-

ital activism and state-led digital transformation. 

Where primary data such as interviews or survey 

responses are used, it is confirmed that informed 

consent was robustly secured, and all identifia-

ble information was carefully anonymised. Extra 

measures were implemented to protect the pri-

vacy of individuals, particularly given that par-

ticipation in digital activism can sometimes ren-

der someone indirectly identifiable. These 

measures adhere to established ethical guide-

lines and ensure that sensitive information is 

handled with the utmost care. 

Recognising that biases can be woven into both 

AI systems and research methodologies, this 

study adopts a critically reflexive stance. The 

analysis recognises that algorithmic processes 

often perpetuate historical inequities—

particularly in colonial contexts—and it continu-

ally reflects on the potential biases that might 

emerge in qualitative methods. Through the rig-

orous triangulation of diverse data sources and 

consistent reflexive methodologies, the study ac-

tively works to minimise interpretive bias and 

challenge the notion of technological neutrality. 

Given the historical marginalisation of women 

and other vulnerable groups in Nigeria—and the 

world at large—the review takes deliberate steps 

to ensure that the redress of existing power im-

balances is prioritised in the research. Engage-

ments with community stakeholders, policy ac-

tors, and digital activists, which were conducted 

through collaborative dialogue and mutual re-

spect during research, were prioritised. 

A culturally sensitive approach is integral to this 

study. All research instruments and analytical 

frameworks have been adapted to reflect local 



 norms, values, and epistemologies. This adapta-

tion ensures that interpretations are contextually 

valid and that the study respectfully engages 

with indigenous perspectives, even as it critiques 

externally imposed paradigms. Furthermore, the 

study acknowledges the persistent challenges 

posed by resource constraints and the digital di-

vide in Nigeria—factors that affect both data 

availability and the broader participation of 

communities in digital transformation. By open-

ly discussing these limitations, the research un-

derscores the vital need for more inclusive and 

accessible data ecosystems, providing a realistic 

framework for understanding and addressing 

the broader impacts of digital innovation. 

Findings 

This study’s investigation into Nigeria’s digital 

transformation—and particularly the governance 

of AI through a feminist decolonial lens—reveals 

a multifaceted landscape. By synthesising exist-

ing research and secondary data gathered from 

interviews, policy documents, participant obser-

vations, and quantitative analyses drawn from 

169 licensed fintech providers (in addition to da-

ta from 17 emerging ones), this review uncov-

ered a number of interrelated themes. Overall, 

while AI-driven applications and digital initia-

tives promise enhanced efficiency, the evidence 

indicates that these same advances risk perpetu-

ating long-standing gendered and colonial ineq-

uities. 

One of the most striking findings on gendered 

digital inequalities in Nigeria is the pronounced 

digital divide between men and women. Quanti-

tative data from policy documents and statistical 

reports show that only 20.05% of Nigerian wom-

en are regular internet users compared to 

37.20% of men, revealing a gender gap of ap-

proximately 17% (Banyan Global 2023). Trends 

emerging since 2019 indicate a decline in wom-

en’s digital engagement and mobile phone own-

ership, a pattern largely shaped by restrictive lo-

cal norms. In northern Nigeria, surveys indicate 

that over half of male respondents oppose their 

wives’ use of the internet, with similar attitudes 

found among fathers who restrict their daugh-

ters’ digital participation. These socio-cultural 

restrictions, in tandem with structural limita-

tions of infrastructure, present a greater chal-

lenge, especially for rural women (Banyan Glob-

al 2023). These disparities create an empirical 

foundation for critiquing digital transformation 

policies, which, despite ambitious state-led in-

vestments, fail to incorporate gender-sensitive 

designs. 

 

 

Table 1. Overview of Digital Access Statis-

tics 

 

Turning to AI adoption in the fintech sector, 

Omotubora’s (2024) quantitative insights reveal 

considerable discrepancies between claims and 

practices. Among the 169 fintech providers ana-

lysed, 45 claim to utilise AI; however, only 13 of 

these offer detailed explanations regarding how 

AI is integrated into their services. This gap sug-

gests that many of these claims are superficial, 

reflecting an absence of substantive and trans-

parent use of AI. Furthermore, approximately 

75% of these providers are urban-based, con-

Metric Men Women 

Regular Internet User Rate 37.20% 20.05% 

Mobile Phone Ownership 92% 88% 

Mobile Internet Usage 54% 34% 

Autonomy Over Handset (selection 93% 62% 

Controlling Internet Access of 

Female Relatives (northern 

Nigeria) 

Fathers Husbands 

  61% 55% 



 trasting sharply with the roughly 2% who serve 

rural areas. This urban concentration under-

scores a troubling pattern: the current AI solu-

tions in Nigeria appear tailored to already ad-

vantaged populations to maximise profitability, 

leaving behind many underbanked and digitally 

excluded women. 

 

Table 2. Overview of AI Adoption Metrics 

 

Beyond the numbers, a critical discourse analy-

sis of digital feminist activism reveals how Nige-

rian women’s rights groups contest both offline 

oppression and the neglect embedded within 

current AI governance through digital feminist 

activism. Chiluwa (2024) highlights how hashtag 

campaigns such as #NameAndShameNigeria 

and #SayHerNameNigeria consolidate individu-

al narratives into collective calls for accountabil-

ity, amplifying marginalised voices which are of-

ten excluded from formal policy dialogues. Visu-

al content and linguistic analyses further demon-

strate a dialectical tension between state-

promoted, technocratic narratives and the emo-

tive, inclusive voices emerging from grassroots 

activism (Aina and Temitope 2024). While these 

digital campaigns have considerable potential to 

empower marginalised communities, they also 

expose the limitations of online mobilisation in 

achieving lasting policy change. The aforemen-

tioned socio-cultural, economic, political and 

structural barriers for women and other margin-

alised groups constrain the translation of online 

advocacy into concrete reforms (Ayana et al. 

2024). 

Another dimension of the findings concerns the 

operational dynamics of technology in govern-

ance. Many respondents in Saxena’s (2024) 

work note impressive efficiency gains from AI-

driven tools, such as improved turnaround times 

in chatbots and data-driven resource allocation. 

AI-powered chatbots like HerSafeSpace, devel-

oped by a Nigerian NGO, provide real-time sup-

port to women facing online gender-based vio-

lence, combining technology with advocacy and 

education to create safer digital environments 

(Ileyemi 2025). However, these benefits come 

with hidden costs. Ayana et al. (2024) reiterate 

that algorithms, predominantly developed from 

Western-centric datasets, tend to cloak historical 

gender and colonial biases. Such biases manifest 

in the reinforcement of rigid gender binaries and 

in the marginalisation of non-normative identi-

ties (Botti-Lodovico 2024).  

The study analysis finds that while automated 

tools are invaluable for processing large datasets 

quickly, the interpretive nuance required to ap-

preciate local idioms and cultural contexts is on-

ly achievable through manual coding and quali-

tative assessment. Automated approaches offer 

fast processing and rapid trend identification; 

however, they are limited in cultural sensitivity 

and tend to operate as “black boxes,” obscuring 

justifications of local nuances—or a lack thereof 

(Zajko 2022). In a hybrid arrangement, human 

oversight proves essential in addressing the 

complexities that AI alone may overlook. AI sys-

tems in Nigeria and comparable contexts (in Lat-

in America and other parts of Africa) tend to re-

duce complex human conditions of poverty, gen-

der identity, and cultural diversity into oversim-

plified, machine-readable data. This abstraction 

inevitably ignores the lived experiences of mar-

ginalised groups and often reinforces a one-size-

fits-all approach to policy (Reid et al. 2023).  

Empirical evidence shows that algorithms not 

Metric Value 

Total Fintech Providers Analysed 169 

Providers Claiming AI Usage 45 

Providers with Detailed AI Information 13 

Urban-based Providers ~75% 

Rural-based Providers ~2% 



 only replicate but may also amplify pre-existing 

social biases by privileging global models over 

localised, indigenous epistemologies (Varon, Pe-

ña, and Center 2022). It underscores the critical 

need to embed AI systems within regulatory 

frameworks that rigorously interrogate and 

counter these embedded biases. Policy docu-

ments and stakeholder interviews further expose 

crucial gaps in public participation, with nation-

al AI initiatives often adopting Western models 

that overlook the perspectives of marginalised 

communities, especially women. Evidence of dis-

placement is clear: the erasure of women’s his-

torical contributions to computing reflects a 

broader pattern of exclusion from digital narra-

tives (Erscoi et al. 2023).  

The Nigerian government, through the National 

Information Technology Development Agency 

(NITDA) and the Federal Ministry of Women 

Affairs, launched the National Gender Digital 

Inclusion Strategy (NGDIS) for 2024–2027 

(Adaramola 2025). The NGDIS aims to remove 

barriers to digital inclusion by expanding digital 

skills training, infrastructure, mentorship, and 

creating safe online spaces for women and girls. 

Yet, despite progress in regulatory guidelines, 

significant implementation gaps remain, partly 

due to insufficient demographic and local con-

textualisation in AI system design and deploy-

ment (Nwosu et al. 2024). 

AI governance is fragmented across existing laws 

on data protection, cybersecurity, and competi-

tion, and in many cases, anticipated benefits in 

public service delivery or financial inclusion 

have not materialised, partly due to insufficient 

demographic contextualisation and robust over-

sight (Omotubora 2024). Salihu (2025) points 

out that limited institutional capacity and fund-

ing restrict regulatory authorities’ ability to con-

duct continuous oversight, such as mandatory 

bias audits or impact assessments. 

Taken together, these findings point to the ne-

cessity of a hybrid governance model that mar-

ries AI’s efficiency with human-driven, context-

sensitive methods. Strengthening public partici-

pation through inclusive policy frameworks and 

ensuring continuous regulatory oversight over 

privately owned enterprises—via regular audits 

and community feedback—are imperative steps 

to mitigating AI’s inherent biases and to foster-

ing a genuinely transformative digital future. 

In summary, while Nigeria’s digital transfor-

mation and AI governance initiatives may en-

hance operational efficiency, they remain funda-

mentally entangled with historical gender and 

colonial inequities. The evidence highlights the 

importance of blending computational efficiency 

with nuanced, human-centred approaches, a hy-

brid methodology that is essential for the devel-

opment of equitable and responsive policies. 

These findings call for urgent, context-driven re-

forms that prioritise local participation and rig-

orous regulatory oversight, ultimately paving the 

way for a more inclusive and transformative dig-

ital future. 

 

Interdisciplinary Implications 

This study embodies an inherently interdiscipli-

nary approach by integrating insights from fields 

as diverse as computer science, public policy, 

and feminist/decolonial theory. In doing so, it 

challenges dominant narratives in AI governance 

and digital transformation, arguing that technol-

ogy is not a neutral tool but is deeply embedded 

in broader socio-political, cultural, and historical 

contexts. It spans the gap between technical as-

sessments and critical socio-political inquiry. 

Combining rigorous AI system evaluations with 

feminist and decolonial theoretical frame-

works—such as the Pygmalion displacement ap-

proach—it reveals how algorithmic models, de-

spite their claims of efficiency, reproduce gen-

dered and colonial biases. Rather than treating 

AI solely as a technical artefact, this work 

reimagines it as a socio-political construct that 

demands a multidisciplinary critique. And by 



 fostering dialogue between computational tech-

niques and qualitative social research, the review 

promotes reflexive practices that harmonise in-

sights from STEM fields, the humanities, and 

public policy, thereby capturing the full cultural 

and ethical dimensions of digital transformation. 

The implications of this interdisciplinary work 

also extend to educational settings, policy devel-

opment, and community empowerment. Embed-

ding feminist decolonial theory and indigenous 

knowledge systems into AI and public policy cur-

ricula can prepare future technologists and poli-

cymakers to address both technical and socio-

cultural dimensions of digital innovation 

(Hooper and Oyege 2024). By bridging discipli-

nary divides, adapting global policies to local re-

alities, reforming educational frameworks, and 

adopting resource-sensitive strategies, the study 

offers robust theoretical and practical models for 

reimagining AI governance. 

 

Recommendations 

Rooted in Nigerian socio-political realities and 

bearing broader resonance for similar African 

contexts, the study encourages practical direc-

tions for reimagining AI governance. It advo-

cates for policymakers to adopt gender-inclusive, 

decolonial frameworks that transcend purely 

technocratic approaches by embracing human-

centred models designed to actively mitigate al-

gorithmic bias. In parallel, digital rights advo-

cates and women’s rights groups are empowered 

to leverage data on the pronounced gender digi-

tal divide to press for policies that protect mar-

ginalised communities. The research demon-

strates that imported, globalised models often 

reinforce colonial legacies and overlook local so-

cio-cultural realities. In line with Lugonzo 

(2025), the study suggests that incorporating in-

digenous epistemologies and participatory meth-

odologies rooted in community knowledge can 

produce governance frameworks that are ethical, 

culturally resonant, and responsive to local 

needs. This approach offers a replicable model 

for digital democracy especially suited to re-

source-constrained settings like Nigeria and sim-

ilar African countries. 

The findings advocate for regulatory frameworks 

that mandate transparency, participatory over-

sight, and continuous auditing of AI systems. 

Such policies would help ensure that digital 

transformation initiatives do not deepen existing 

inequalities but rather work to alleviate them. 

Mwelu (2025) emphasises that collective respon-

sibility, as reflected in Ubuntu philosophy, can 

shift governance from individualistic, techno-

cratic models to more inclusive, community-

centred approaches. At the grassroots level, 

these insights support the creation of local digi-

tal literacy programmes and community-based 

decision-making processes, transforming citi-

zens from passive recipients into active stake-

holders in digital governance. 

The study refutes the myth of AI neutrality by 

showing that AI systems are imbued with socio-

cultural and gendered assumptions that perpetu-

ate historical biases. Sustainable digital transfor-

mation, therefore, must involve a balance be-

tween quantitative efficiency and qualitative hu-

man complexities; this balance challenges the 

prevailing notion of “techno-solutionism” and 

calls for the integration of ethical, cultural, and 

historical contexts throughout technological in-

novation. By recognising infrastructural and eco-

nomic limitations in Nigeria and similar con-

texts, the research recommends practical strate-

gies, such as adopting low-tech solutions like 

community radio or SMS-based education and 

leveraging open-source AI models that are tai-

lored to local capacities. The Thomas Reuters 

Foundation (2024) recommends collaborative 

funding partnerships among universities, gov-

ernment agencies, and international feminist 

tech movements to support context-specific digi-

tal initiatives that remain both accessible and 

scalable.  



 Policymakers are urged to incorporate inclusive, 

participatory practices and enforce rigorous dis-

closure standards in AI governance. Fintech pro-

viders must transition from models focused sole-

ly on efficiency and profitability to those that 

prioritise user-centred, gender-inclusive finan-

cial solutions that bridge both urban and rural 

divides. Furthermore, educational institutions 

should adopt interdisciplinary curricula that 

merge technical training with critical theories of 

ethics and cultural sensitivity, while future re-

search is recommended to employ longitudinal, 

mixed-methods designs to capture the evolving 

digital experiences of marginalised communities. 

In sum, the interdisciplinary findings of this re-

search underscore a call for collaborative, multi-

sector approaches that merge technical expertise 

with critical social inquiry. Its ultimate aim is to 

transmute digital transformation into a process 

that is not only efficient but also equitable, cul-

turally resonant, and socially just. 

Nonetheless, several exceptions and limitations 

temper the general trends found in this study. 

The reliance on qualitative analyses and second-

ary data means that some on-the-ground nuanc-

es, particularly in rural areas, remain underex-

plored. For instance, many fintech providers of-

fer only vague disclosures about their AI practic-

es, limiting our comprehensive understanding of 

technological integration. Moreover, while digi-

tal activism—exemplified by campaigns like 

#NameAndShameNigeria and 

#SayHerNameNigeria—has amplified women’s 

voices online, this does not automatically trans-

late into tangible policy reform. This “null effect” 

highlights the enduring gap between online mo-

bilisations and offline change. Additionally, 

while the Pygmalion displacement framework 

yields valuable insight into gendered dynamics, 

it may oversimplify the intersecting influences of 

economic constraints, regional diversity, and in-

frastructural challenges on the broader land-

scape of digital governance. 

 

Conclusion 

The study confirms that Nigeria’s digital trans-

formation, and specifically the integration of AI 

into governance and fintech, is entwined with 

gendered and colonial inequality. Despite the 

promise of enhanced efficiency and data-driven 

decision-making from state-led digital initia-

tives, synthesis of existing research reveals that 

these advances are consistently undermined by 

pervasive biases that marginalise women and 

reinforce entrenched power hierarchies. The 

study’s analysis demonstrates that digital and AI 

systems in Nigeria are far from neutral artefacts. 

Instead of being detached technical tools, these 

systems embed gendered biases inherited from 

global, patriarchal frameworks. 

The process of humanising AI through feminised 

design elements gives rise to a dynamic—

exemplified by the concept of Pygmalion dis-

placement—where the historical contributions 

and lived labour of women are simultaneously 

mimicked and marginalised. In parallel, digital 

transformation efforts create conditions of fi-

nancial exclusion; empirical evidence from prior 

studies shows significant disparities and gaps 

observable in digital use and access. As currently 

implemented, these digital initiatives—often 

modelled on Western technocratic paradigms 

that neglect local socio-cultural complexities—

risk reinforcing exclusionary practices rather 

than redressing them. Further assessments re-

veal that while automation offers speed and 

scale, it lacks the nuance to capture local reali-

ties. Hybrid models that combine computational 

efficiency with context-sensitive human judg-

ment are therefore essential for developing poli-

cies that genuinely meet the needs of marginal-

ised communities.  

While Nigeria’s digital transformation and AI 

governance hold significant potential for en-

hancement and innovation, realising these bene-

fits demands a reimagining of digital policies 

through an interdisciplinary, feminist decolonial 



 lens. This study advocates for a collaborative, 

multi-stakeholder approach that intersects tech-

nology, policy, and feminist critique. Such an ap-

proach is essential for forging a digital future 

where transformative policy reforms and robust 

regulatory oversight ensure that digital innova-

tion serves as a true vehicle for social equity. 
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Introduction 

The intersection of artificial intelligence (AI) 

and democratic governance presents a critical 

and timely research agenda for African na-

tions, particularly as AI technologies increas-

ingly shape political processes. From digital 

voter registration systems to AI-enhanced 

surveillance and content moderation tools, 

the anticipated deployment of AI in electoral 

contexts raises both opportunities and chal-

lenges for democratic consolidation (Jobin, 

Ienca, and Vayena 2019). While these technol-

ogies hold the potential to improve electoral 

efficiency and transparency, they also risk in-

troducing new forms of manipulation, bias, 

and disinformation that could erode public 

trust and electoral legitimacy (Floridi 2020; 

Biniok and Maedche 2019). 

 

In African democracies, where elections are 

often contested amid weak institutions and 

volatile political landscapes, the governance of 

AI assumes heightened importance. Countries 

such as Nigeria and Kenya have already ex-

perimented with biometric verification and 

real-time results transmission, but the broad-

er regulatory frameworks to safeguard against 

misuse remain underdeveloped (Umar and 

Nwobilor 2020). Recognising this gap, the pro-

posed study aims to investigate how African 

nations can harmonise AI governance to safe-

guard democratic processes from AI-driven 

manipulation. 

 

This research will build on existing scholarship 

in political science, digital governance, and 

ethics, engaging with international frameworks 

such as the OECD AI Principles (2019), the Eu-

ropean Union’s guidelines (European Commis-

sion 2019), and notably, the African Union’s 

(AU) Continental AI Strategy (2024), which 

provides a regional vision for ethical, inclusive, 

and sustainable AI adoption. The project 

adopts a policy-focused analytical framework, 

drawing insights from governance literature, 

African AI policy initiatives (Effoduh 2023; 

World Bank 2021), and comparative interna-

tional examples. The aim is to explore the gov-

ernance gaps, assess the political and institu-

tional readiness of African states, and propose 

a harmonised, context-sensitive governance 

approach. 

 

Positioned within the social sciences, this re-

search takes a critical policy lens to examine AI 

as a subject of inquiry in relation to democratic 
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 processes. Its relevance to Nigeria and the 

broader African context lies in its potential to 

inform the development of robust, regionally co-

ordinated governance models that anticipate and 

mitigate the risks of AI-driven political manipu-

lation. 

 

Methodology 

This research will adopt a qualitative, interpre-

tive approach grounded in comparative policy 

analysis and critical governance studies. Its pri-

mary objective is to explore the governance of 

artificial intelligence (AI) within African elec-

toral contexts, focusing on Nigeria, Kenya, and 

South Africa as representative case studies. 

These countries have been selected due to their 

relative leadership in digital adoption within Af-

rica and their diverse experiences with electoral 

technology implementation (Effoduh 2023; 

Umar and Nwobilor 2020). The research design 

will centre on three core questions: 

 

1. What governance frameworks currently exist 

for regulating AI use in African electoral con-

texts? 

2. How do these frameworks compare with in-

ternational benchmarks and models, particularly 

the African Union’s Continental AI Strategy 

(2024) and the Estonian regulatory approach? 

What practical policy pathways can African na-

tions pursue to harmonise AI governance and 

safeguard elections from AI-driven manipula-

tion? 

 

The research will draw on multiple data sources, 

including: 

Primary materials, such as national AI strate-

gies, legal frameworks, electoral commis-

sion documents, and regional charters 

from bodies like the African Union and 

ECOWAS. 

Key regional references, including the AU 

Continental AI Strategy (2024), which ar-

ticulates ethical, inclusive, and sustaina-

ble AI governance priorities for Africa. 

Secondary sources, comprising scholarly lit-

erature on AI ethics, digital governance, 

algorithmic accountability, and democrat-

ic theory (Floridi 2020; Jobin, Ienca, and 

Vayena 2019; Biniok and Maedche 2019). 

 

The study will use a purposive sampling strategy 

to select country cases that represent diverse 

governance and technological profiles—focusing 

on Nigeria, Kenya, and South Africa as African 

cases, and Estonia as a comparative benchmark 

from a digitally advanced democracy (The Esto-

nian Government 2020; Ministry of Economic 

Affairs and Communications of Estonia 2021). 

This comparative lens will allow the study to 

identify governance gaps, institutional challeng-

es, and areas of promising policy transfer. 

 

The theoretical framework draws from critical 

policy studies and democratic theory, particular-

ly scholarship on digital governance, surveil-

lance capitalism, and algorithmic harms (Zuboff 

2019; Tufekci 2015). By framing AI as a political 

and institutional actor, the research will analyse 

how governance arrangements shape the use 

and consequences of AI technologies in electoral 

processes. 

 

Ethical Considerations 

Ethical rigour is central to this proposed re-

search, particularly given its focus on AI govern-

ance within politically sensitive electoral con-

texts. The study will critically engage with core 

ethical principles such as data privacy, algorith-

mic fairness, transparency, and accountability—

principles that are especially salient in environ-

ments characterised by fragile democratic insti-

tutions and contested political legitimacy (Jobin, 

Ienca, and Vayena 2019; Umar and Nwobilor 

2020). 



 A key ethical concern involves the risk of digital 

surveillance and voter profiling, which can lead 

to the erosion of individual autonomy and the 

suppression of dissent. AI technologies deployed 

in elections—such as facial recognition systems, 

predictive analytics, and misinformation detec-

tion tools—can easily be weaponised to serve 

partisan interests, thereby exacerbating existing 

power asymmetries (Floridi 2020; Effoduh 

2023). The proposed study will maintain a criti-

cal focus on these risks, situating them within 

broader debates about digital rights and the eth-

ics of algorithmic governance (Biniok and Maed-

che 2019; Zuboff 2019). 

 

The research also acknowledges the structural 

imbalances between domestic actors (such as 

national electoral commissions), international 

technology firms, and regional governance insti-

tutions. This dynamic often results in policy de-

pendency and limited local control over AI-

driven electoral technologies. The study will ex-

amine these power relations, drawing insights 

from the African Union’s Continental AI Strategy 

(2024), which emphasises data sovereignty, ethi-

cal AI development, and the promotion of Afri-

can values in technological governance. 

 

Cultural appropriateness and inclusivity are in-

tegral to the research design. The study will pri-

oritise African-authored policy documents and 

amplify voices from local civil society organisa-

tions and electoral observers, ensuring that the 

ethical analysis is both grounded and context-

sensitive (Effoduh 2023; Umar and Nwobilor 

2020). Where possible, it will seek to integrate 

perspectives from marginalised communities 

that are disproportionately affected by AI-

induced governance shifts. 

 

In terms of research ethics, the study will adhere 

to established guidelines on responsible scholar-

ship and data handling, following best practices 

laid out by institutions such as the OECD (2019) 

and the European Commission (2019). Although 

the study does not involve human participants, it 

will still engage with sensitive political materials 

and policy documents, necessitating careful at-

tention to confidentiality, integrity, and trans-

parency in its analysis and reporting. 

 

By foregrounding these ethical considerations, 

the research aims to contribute not only to schol-

arly debates but also to practical frameworks 

that can guide policymakers, technologists, and 

civil society actors in developing AI governance 

systems that are both ethically robust and demo-

cratically legitimate. 

 

Findings 

This research project anticipates generating 

findings that will deepen understanding of gov-

ernance challenges and opportunities surround-

ing AI deployment in African electoral processes. 

Preliminary analysis of policy documents and 

governance literature suggests that while many 

African states have shown enthusiasm for digital 

innovation in elections, the regulatory frame-

works governing AI remain fragmented and un-

derdeveloped (Effoduh 2023; Umar and Nwobi-

lor 2020). The research will examine how this 

governance gap increases vulnerability to AI-

driven political manipulation, including voter 

microtargeting, algorithmic bias, disinformation 

amplification, and the misuse of biometric and 

surveillance technologies. 

 

A key line of inquiry will explore the extent to 

which the AU Continental AI Strategy (2024) 

provides a coherent continental framework for 

addressing these risks. Early reviews indicate 

that the AU strategy emphasises ethical, inclu-

sive, and sustainable AI development, with calls 

for member states to adopt shared principles on 

transparency, accountability, and human rights 

protections (African Union 2024). The study will 

investigate how national-level policies in Nige-



 ria, Kenya, and South Africa align with or di-

verge from these regional commitments, and 

where gaps in implementation and enforcement 

may exist. 

 

The research will also investigate comparative 

lessons from Estonia, a country renowned for its 

centralised, ethical AI governance structures and 

integrated digital services (The Estonian Gov-

ernment 2020; Ministry of Economic Affairs and 

Communications of Estonia 2021). By applying a 

comparative lens, the study aims to identify 

which aspects of Estonia’s model—such as algo-

rithmic audits, multi-stakeholder governance, or 

public trust-building measures—might be 

adapted to African governance contexts. 

 

Although the research is still in progress, antici-

pated outcomes include a detailed mapping of 

governance gaps, an assessment of political and 

institutional readiness across African cases, and 

policy recommendations for harmonising na-

tional and regional efforts. The study will also 

reflect critically on the structural constraints—

such as resource limitations, external technolog-

ical dependencies, and contested political envi-

ronments—that complicate AI governance in Af-

rica (Jobin, Ienca, and Vayena 2019; Floridi 

2020). 

 

Ultimately, this project seeks to contribute both 

empirical insights and theoretical reflections on 

how African democracies can manage the dual 

challenge of technological innovation and demo-

cratic safeguarding. 

 

Interdisciplinary Implications 

This research proposal underscores the inher-

ently interdisciplinary nature of AI governance, 

situated at the confluence of political science, 

law, ethics, information technology, and govern-

ance studies. By investigating the deployment of 

AI in electoral systems, the study bridges de-

bates around algorithmic accountability, demo-

cratic theory, and socio-technical governance, 

offering a framework that is both analytically 

rigorous and contextually grounded. 

 

A key interdisciplinary implication anticipated 

by the study is the necessity of integrating legal 

frameworks with technological safeguards to en-

sure that AI tools uphold democratic principles. 

As Floridi et al. (2018) and Biniok and Maedche 

(2019) have noted, effective AI governance re-

quires a synthesis of normative ethical standards 

and enforceable legal mechanisms—an approach 

that remains underdeveloped in many African 

contexts. The research will explore how cross-

sectoral collaboration between legal scholars, 

technologists, policymakers, and civil society ac-

tors can foster more robust and responsive gov-

ernance structures. 

 

Furthermore, the study will contribute to broad-

er discussions around data sovereignty and digi-

tal colonialism, particularly in light of Africa’s 

reliance on foreign-developed AI systems 

(Zuboff 2019; Effoduh 2023). By engaging with 

the African Union’s Continental AI Strategy 

(2024), which emphasises local ownership, data 

protection, and capacity building, the research 

will highlight the critical role of regional institu-

tions in shaping equitable and culturally relevant 

AI frameworks. 

 

The study is also expected to have pedagogical 

implications. Insights from this research could 

inform curriculum development in higher educa-

tion programmes across public policy, computer 

science, legal studies, and ethics. Embedding 

topics such as AI ethics, algorithmic governance, 

and electoral technology into academic curricula 

will help equip future practitioners and scholars 

with the competencies needed to navigate the 

complexities of AI in governance (European 

Commission 2019; OECD 2019). 



 Lastly, the research underscores the practical 

necessity of multi-stakeholder approaches in 

policy design and implementation. It will advo-

cate for the inclusion of marginalised voices—

particularly grassroots organisations, election 

monitors, and affected communities—in shaping 

AI governance policies. Given the resource con-

straints typical of many African states, the study 

anticipates emphasising scalable, context-

sensitive governance models that are affordable 

and adaptable, ensuring that ethical AI deploy-

ment is not confined to well-resourced settings 

alone (Ibrahim and Nwobilor 2020; The Estoni-

an Government 2020). In summary, the re-

search aspires to contribute both to scholarly de-

bates and actionable governance strategies that 

align technological advancement with democrat-

ic values and local realities. Theoretically, this 

research will contribute to debates about digital 

governance, democratic resilience, and the ethics 

of algorithmic power. Practically, it aims to offer 

policymakers, civil society actors, and interna-

tional partners a roadmap for designing govern-

ance models that are democratic, adaptive, and 

responsive to the needs of African societies.  

 

The study acknowledges certain limitations. As a 

qualitative and policy-oriented investigation, it 

may not capture the full empirical diversity of 

electoral experiences across Africa, nor does it 

include primary fieldwork at this stage. Future 

research will need to integrate quantitative data, 

stakeholder interviews, and comparative field-

work to deepen understanding of AI’s impact on 

democratic practices. 

 

Conclusion 

This research aims to advance scholarly and pol-

icy debates on how African states can develop 

harmonised and context-sensitive frameworks 

for AI in electoral processes. By exploring the 

governance gaps and institutional challenges as-

sociated with AI deployment in elections, the 

project seeks to highlight both the promise and 

perils of AI for democratic consolidation across 

the continent. The study anticipates finding that, 

while AI tools hold potential for improving elec-

toral transparency and administrative efficiency, 

their unregulated or poorly overseen use risks 

amplifying political inequalities, eroding public 

trust, and undermining democratic norms 

(Jobin, Ienca, and Vayena 2019; Floridi 2018). 

 

A central argument of this research will be that 

effective AI governance in Africa must be shaped 

through both national innovation and regional 

coordination. The AU Continental AI Strategy 

(2024) offers a crucial regional framework for 

promoting ethical, inclusive, and sustainable AI 

governance, but its success will depend on how 

well national governments, including Nigeria, 

Kenya, and South Africa, translate continental 

principles into enforceable domestic policies 

(African Union 2024). Drawing on comparative 

lessons from Estonia, the project will propose 

context-appropriate mechanisms, such as algo-

rithmic audits, public consultations, and cross-

sectoral regulatory bodies, to strengthen nation-

al governance regimes. In sum, this project as-

pires to inform the development of governance 

systems that enable African countries to harness 

AI’s benefits while safeguarding the integrity of 

their democratic institutions. 
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Abstract 

The advancement in technology, through the 

use of AI, has exacerbated inequalities in so-

cial welfare targeting in developing countries. 

Thus, this research examines how AI can be 

leveraged for an effective targeting mecha-

nism in Nigeria, specifically the participatory 

frameworks that could align algorithmic de-

sign with grassroots equity demands, given its 

unique contextual issues in the form of fraud, 

persistent exclusion errors, and inefficiencies 

in beneficiary selection, using case studies 

from Kenya and South Africa. While address-

ing issues related to ethical considerations, 

infrastructural gap, and data availability, 

Kenya’s Huduma Namba (digital ID  system) 

and South Africa’s South African Social Secu-

rity Agency’s (SASSA) Social Relief of  Dis-

tress (SRD) grant (algorithm means-testing) 

identify significant opportunities, such as bio-

metric verification for reduced leakage and 

predictive analytics for poverty mapping, by 

examining current AI-driven welfare systems 

and their applicability to the Nigerian con-

text.  Methodologically, this paper relies on 

comparative case studies, secondary data 

analysis, and expert opinions to propose a 

framework for how AI can be leveraged for an 

effective targeting mechanism in Nigeria. Key 

findings indicate that although the use of AI 

can address inefficiencies in Nigeria’s social 

welfare, its adoption requires ethical safe-

guards, robust digital infrastructure and inclu-

sive design to mitigate marginalisation. This 

study provides policy recommendations for  

Nigeria’s National Social Register (NSR) and 

contributes to the discussion on AI governance 

in low-resource settings. Specifically, this re-

search examines AI as a subject of study, em-

phasising a more multi- and interdisciplinary 

perspective from public policy, computer sci-

ence, development economics, information 

technology management, and data science.  

Keywords: Social welfare, artificial intelli-

gence, Nigeria, exclusion, digital identity  

Introduction  

Social welfare programmes in Nigeria, includ-

ing the National Cash Transfer Programme 

(NCTP)  implemented by the National Social 

Safety Nets Coordinating Office (NASSCO), 
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 deal with challenges like the exclusion of vulner-

able groups, ghost or fraudulent beneficiaries, 

and manual verification delays (World Bank 

2023). AI provides the possibility of addressing 

these issues through the use of biometric IDs, 

predictive poverty mapping, and automated eli-

gibility checks.  But its use in low-resource set-

tings is inadequate due to the lack of robust digi-

tal infrastructure. This paper assesses lessons 

for Nigeria by examining how Kenya and South 

Africa integrated AI  into their social welfare 

system. While Kenya’s Huduma Namba employs 

biometric ID to ensure effective and efficient 

public service delivery, South Africa’s SASSA 

SRD grant leverages AI-driven cross-checks to 

target relief. However, exclusion errors, data 

privacy, and algorithm bias were the main issues 

with both systems.  

Artificial intelligence (AI) has two sides to its 

integration into social welfare systems. It raises 

important operational and ethical concerns, 

while also potentially increasing efficiency. 

Though sometimes at the cost of overall accura-

cy. Studies highlight how the integration of AI 

into social  

welfare systems can improve the accuracy of 

welfare targeting, as evidenced by conditional 

cash transfer (CCT) programmes where adjust-

ments in algorithms reduce exclusion errors 

(Noriega et. al.  2018). However, there are also 

concerns about AI-driven bias and surveillance, 

with evidence suggesting that automated sys-

tems could perpetuate historical marginalisation 

trends, especially in fraud detection (Zajko 

2023). Although regulatory frameworks like the 

European Union’s AI Act attempt to address 

these concerns, they are criticised for possible 

flaws that permit tech companies to self-

regulate, putting vulnerable populations at the 

risk of inadequate protections (Akhmedjonov,  

2023).   

Methodology  

The research question is within the intersection 

of the effectiveness and adaptability of AI, ask-

ing what lessons Nigeria can derive from the im-

plementation of Kenya’s Huduma Namba 

(digital ID  system) and South Africa’s South Af-

rican Social Security Agency’s (SASSA) Social 

Relief of  Distress (SRD) grant (algorithm means

-testing). This paper relies on comparative case 

studies,  secondary data analysis and expert 

opinions to propose a participatory framework 

for how AI can be leveraged for an effective tar-

geting mechanism in Nigeria. The focus of this 

study is on policy lessons. Key findings indicate 

that although the use of AI can address ineffi-

ciencies in Nigeria’s social welfare, its adoption 

requires ethical safeguards, robust digital infra-

structure, and inclusive design to mitigate mar-

ginalisation.  

Ethical Considerations  

1. Data privacy and consent: There exists a 

need in Kenya’s Huduma Namba, though 

well-intentioned, for robust data protec-

tion measures and transparency (Allen 

and Zyl 2020). In the  Nigerian context, 

privacy concerns have been raised by the 

Nigeria Data Protection  Regulation 

(NDPR) about the national identification 

number (NIN) enrolment with mandato-

ry linkage with SIM cards (National In-

formation Technology Development  

Agency 2019).  

2. Potential biases in AI systems or tradition-

al methods: South Africa’s SASSA SRD 

grant excluded informal workers as a re-

sult of reliance on formal tax database for 

eligibility verification. There was also the 

issue of faulty eligibility verification, 

where 80% of rejections were as a result 

of misclassified financial status (Howson 

et. al. 2025).  

3. Considerations for local context and cul-

tural appropriateness: A 2021 study by 

the World Bank  Identification for Devel-



 opment Initiative on gender barriers in 

Nigeria revealed that women had to seek 

permissions from fathers or husbands to 

leave the house, which hindered their 

ability to obtain a form of identification. 

Also, other social norms issues that were 

identified include unveiling for photo-

graphs, mixed gender spaces, and physi-

cal contact required to capture finger-

prints (Hammer, Esquivel-Korsaik, and 

Pande 2021).  

Findings  

Kenya: Huduma Namba  

Success 

In addition to improving social welfare target-

ing, the system’s ability to provide exclusive 

monitoring capabilities, particularly at key loca-

tions like airports and border posts, was empha-

sised by the government. Huduma Namba was 

able to anticipate potential threats, respond 

quickly in those crucial moments, and dynami-

cally adjust to changing security issues through 

the utilisation of AI (Nyakundi 2020; Huduma 

Namba Admin 2019).  

Challenges  

Bor and Koech (2023) noted that Amnesty In-

ternational and Human Rights Watch, among 

other well-known international human rights 

organisations, pointed out the programme’s hid-

den dangers and emphasised the need for strict 

data protection protocols and transparency, no 

matter how well-intentioned the Huduma Nam-

ba is (Allen and Zyl 2020). The Numbian com-

munity in Kenya also raised serious concerns 

about exclusion and discrimination during the 

Huduma Namba registration, highlighting the 

possibility for inherent bias and misuse in such 

a broad programme (Kenya Human Rights 

Commission 2021).  

South Africa: SASSA SDR Grant  

Success  

South Africa’s SASSA SRD grant has been an 

effective tool in alleviating poverty through the 

increase in income expenditure and purchasing 

power (Ubisi 2024). Through the grant, the gov-

ernment reached over 30 million South Africans 

with cash-based relief measures (Gronbach et. 

al. 2022).  

Challenges  

South Africa’s SASSA SRD grant excluded infor-

mal workers as a result of reliance on formal tax 

database for eligibility verification. There was 

also the issue of faulty eligibility verification, 

where  80% of rejections were as a result of mis-

classified financial status (Howson et. al. 2025). 

Another main issue was that of exclusion error, 

which occurred as a result of barriers to accurate 

verification of eligibility via proxy means testing, 

application, and receiving payments having 

been approved. Howson et al. (2025) further re-

vealed that people who experienced existing 

forms of marginalisation, including financial ex-

clusion, spatial inequality, digital exclusion, lack 

of access to identification documents, gender 

inequality, and immigration status, were most 

vulnerable to erroneous exclusion from the 

grant.  

Interdisciplinary Implications  

This research bridges disciplinary boundaries by 

bringing together economics (social welfare) 

with computer science (AI). Some of the poten-

tial implications in the Nigerian context are the 

design of a hybrid AI-humane system, where AI 

is used for initial screening and committees in 

the community are responsible for the final veri-

fication, which addresses Kenya’s exclusion er-

ror. Also, dynamic eligibility models can be de-

veloped to adjust welfare access based on real-

time shocks like floods; this was useful in South 

Africa’s COVID-19 response and is still relevant. 

Evidence from Kenya and South Africa has re-



 vealed that AI welfare systems fail when im-

posed without participation. Nigeria can learn 

from this by starting with grassroots equity de-

mands and building algorithms around them. 

Nigeria can also ensure an inclusive and sustain-

able integration of AI in social welfare targeting 

by institutionalising transparent rules, commu-

nity panels and a hybrid form of verification. 

 

This study is relevant in the educational setting 

as this discussion could lead to the design of a 

robust curriculum on AI ethics for public admin-

istrators. Policy makers are also well-informed 

about the need for comprehensive AI govern-

ance frameworks. Furthermore, communities 

are better equipped to take proactive steps 

through the demand for transparency in algo-

rithm decisions, for example, explanations for 

rejections through SMS.   

Conclusion 

This research finds that while AI can enhance 

efficiency in social welfare targeting, its imple-

mentation requires careful design to avoid ex-

clusion. The other side is the potential risks 

where both systems exclude vulnerable groups 

as a result of data accessibility and quality, digi-

tal divide, or algorithmic biases.  

The limitation of this study stems from the reli-

ance on secondary data. Primary field testing 

can be useful to provide further insights into fu-

ture research. The practical recommendation for 

the government is to ensure an inclusive data 

protection act that comprises welfare algorithm 

audits.  In the case of the research findings by 

the World Bank Identification for Development 

Initiative on gender barriers in Nigeria, high-

lighted earlier, the National Identity Manage-

ment Commission can accelerate gender-

sensitive ID enrolment in collaboration with the 

local governments. Finally, it is important that 

AI systems are monitored for fairness.  
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Abstract  

This research investigates bias and fairness in 

large language models (LLMs) across hiring, 

political decision-making, and information 

retrieval contexts. The analysis reveals con-

sistent patterns of demographic, dialectal, and 

political biases in LLM outputs, while evaluat-

ing the strengths and limitations of current 

auditing methodologies. The review highlights 

critical ethical dilemmas in deploying biased 

AI systems and proposes an interdisciplinary 

framework for developing more equitable 

LLM applications. Key challenges include de-

tecting covert biases and implementing effec-

tive mitigation strategies that reduce some 

biases and might then create others. While 

successes demonstrate the potential of hybrid 

human-AI systems and innovative auditing 

techniques. It concludes with recommenda-

tions for researchers and practitioners work-

ing at the intersection of AI ethics and applied 

linguistics. 

 

Keywords: Artificial intelligence, bias, fair-

ness, AI ethics, AI decision-making, large lan-

guage models 

 

Introduction 

A growing body of research provides compel-

ling evidence that large language models 

(LLMs) consistently exhibit various forms of 

bias that mirror and often amplify existing so-

cietal prejudices. Multiple studies confirm the 

presence of troubling demographic biases in 

LLMs, particularly in high-stakes contexts like 

hiring decisions. An et al. (2024), Gaebler et al. 

(2024), and Armstrong et al. (2024) all 

demonstrate how these models discriminate 

based on race, ethnicity, and gender. For in-

stance, An et al. found that in simulated hiring 

scenarios, resumes with Hispanic male names 

received systematically lower acceptance rates 

compared to other demographic groups. Simi-

larly, Armstrong et al. revealed that women 

and minority candidates face significant penal-

ties when applying for positions in male-

dominated or White-dominated professional 

fields. 

 

Beyond these overt demographic biases, re-

searchers have uncovered subtler but equally 

concerning forms of discrimination. Hofmann 

et al. (2024) demonstrated how LLMs covertly 

associate African American English (AAE) with 

negative stereotypes, even when explicitly 

Decision-Making Bias in AI:  

Do Large Language Models Discriminate? 
_______________________________ 

 
Shukurat Bello 

____________________________________ 

SCAN TO READ ONLINE 



 trained to avoid overt racism. This dialect dis-

crimination operates beneath the surface of 

model outputs, making it particularly challeng-

ing to detect and address. The political realm is 

not immune either, as Fisher et al. (2024) 

showed that LLMs can significantly influence 

human political decision-making through the 

subtle shaping of partisan biases in their out-

puts. 

 

Sources of bias 

The roots of these biases appear to stem from 

multiple interconnected sources. Most funda-

mentally, the training data itself reflects and re-

produces societal stereotypes, as evidenced by 

Armstrong et al. and Hofmann et al.'s findings. 

The models essentially learn and amplify the 

prejudices present in their training corpora. In-

terestingly, model architecture and size also play 

crucial roles. Moore et al. (2024) found that 

while larger models like Llama2-70b generally 

show reduced bias, the fine-tuning process can 

introduce new inconsistencies, particularly when 

dealing with controversial topics. The research 

also highlights how sensitive LLMs are to 

prompt phrasing. An et al. and Gaebler et al. 

both demonstrated that subtle changes in 

prompt wording or framing can significantly al-

ter how biases manifest in model outputs. 

 

Methodological insights 

Researchers have developed innovative ap-

proaches to detect and measure these biases. 

Gaebler et al.'s (2024) correspondence experi-

ments and Hofmann et al.'s (2024) matched 

guise probing represent particularly effective 

methodologies for uncovering both overt

(obvious) and covert(hidden) discrimination in 

LLMs. These techniques allow researchers to 

isolate specific variables (like names or dialects) 

while holding other factors constant. Meanwhile, 

comprehensive surveys like Gallegos et al. 

(2024) have made significant contributions by 

systematising the field's understanding of bias 

metrics, distinguishing between embedding-

based and generation-based approaches, and 

categorising mitigation strategies across differ-

ent stages of model development. However, 

Moore et al.'s work raises important questions 

about model consistency, showing that LLMs 

often lack reliability when responding to para-

phrased prompts or multilingual inputs, which 

complicates efforts to evaluate and mitigate their 

biases. 

 

Challenges and Real-World Implications 

The practical consequences of these findings are 

profound and concerning. In hiring contexts, 

Armstrong et al. warn that unchecked LLM de-

ployment could create a "silicone ceiling" that 

systematically disadvantages marginalised 

groups, potentially violating anti-discrimination 

laws and perpetuating workplace inequalities. 

Beyond hiring, Dai et al. (2024) demonstrate 

how LLM-enhanced information retrieval sys-

tems may inadvertently propagate misinfor-

mation or create dangerous echo chambers 

through subtle ranking biases. These findings 

collectively suggest that without significant in-

terventions, the widespread adoption of LLMs 

risks hardwiring existing societal inequities into 

automated decision-making systems at scale. 

The challenge moving forward will be to develop 

technical and policy solutions that can address 

these issues without sacrificing the utility of 

these powerful tools.  

 

Proposed Research Direction 

Expand intersectional and global audits, par-

ticularly for non-Western dialects 

(African languages) and multicultural val-

ue systems (like in African communities) 

not usually covered by mainstream mod-

els. 

Develop auditing frameworks for covert bias-

es in hiring and other domains, combin-

ing sociolinguistic methods with algorith-



 mic fairness metrics. 

Evaluate hybrid human-AI workflows to mit-

igate biases, such as human review of 

LLM-generated outputs 

 

Interdisciplinary implications 

This synthesis reveals crucial intersections be-

tween computer science, in the area of algorithm 

design and artificial intelligence, as well as lin-

guistics (dialect analysis), in the case of bias 

based on how a person speaks or their accent, 

sociology (bias definition and measurement), 

law (compliance with anti-discrimination poli-

cies), and psychology (human-AI interaction). 

The most promising solutions emerge from inte-

grating sociolinguistic insights with algorithmic 

fairness approaches, particularly in developing 

culturally-aware bias detection systems. Future 

research should foster deeper collaboration be-

tween these disciplines to address complex, em-

bedded biases. 

 

Conclusion 

These papers collectively underscore that while 

LLMs offer efficiency gains, their biases risk re-

inforcing societal inequities. Proactive mitiga-

tion through auditing, technical improvements, 

and policy is critical to ensure equitable deploy-

ment. Future work should prioritise real-world 

validation of debiasing methods and interdisci-

plinary collaboration (e.g., sociolinguistics, eth-

ics) to address bias holistically. Also, training da-

ta must be inclusive to prevent the marginalisa-

tion of minority groups 
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Abstract  

This study explores how social media narra-

tives reflect public discourse on climate 

change in Nigeria, using the September 2024 

Borno flood as a case study. Employing artifi-

cial intelligence (AI) methods, specifically nat-

ural language processing (NLP) and senti-

ment analysis, the research analyses tweets 

from public figures, organisations, and indi-

viduals between September 2024 and April 

2025. Through a combination of manual qual-

itative coding and sentiment labelling, the 

study identifies emerging themes around cli-

mate change awareness, government negli-

gence, and humanitarian aid efforts. Findings 

reveal that 50% of social media posts ex-

pressed negative sentiments, particularly 

blaming government officials for corruption 

and mismanagement of the dam and disaster 

relief. Positive sentiments (35%) centred 

largely on donations and aid initiatives led by 

private citizens and NGOs. Neutral posts 

(15%) were primarily informational. Although 

explicit references to climate change were less 

frequent, there is growing climate conscious-

ness within public discussions. Overall, the 

study highlights the power of social media in 

amplifying citizen voices, exposing govern-

ance failures, and promoting solidarity during 

disasters. It underscores the importance of 

transparent governance, climate-resilient plan-

ning, and the role of non-state actors in effec-

tive disaster response. This research contrib-

utes to understanding the evolving intersection 

of AI tools and public discourse analysis in Ni-

geria. 

Keywords: Climate change, social media, Nige-

ria, Twitter, X, government negligence,  

 

Introduction 

Social media platforms have increasingly be-

come critical arenas for discussing environ-

mental disasters, shaping public opinion, and 

influencing governance responses (Hu et al. 

2023). This study examines social media nar-

ratives around the September 2024 Borno 

flood to analyse public discourse on climate 

change, perceptions of government response, 

and the role of humanitarian aid. The main ob-

jectives are to identify emerging themes, senti-

ment patterns, and the growing intersection 

between climate awareness and disaster dis-

course in Nigeria. 

Existing literature, such as Mundt et al. (2018) 

and Walsh (2020), has shown that social me-
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 dia amplifies voices during crises and can either 

reinforce or challenge official narratives. In Ni-

geria, studies such as Adam and Fazekas (2021), 

Gumbi and Baba (2024), and Omilusi (2025) 

have pointed out that online activism often high-

lights governance failures while pushing for ac-

countability and transparency. However, fewer 

studies have focused on how climate change dis-

cussions are woven into such digital conversa-

tions following localised disasters. 

This research uses a combination of natural lan-

guage processing (NLP) techniques and manual 

sentiment analysis to study tweets related to the 

Borno flood, posted between September 2024 

and April 2025. A thematic coding framework 

was applied to identify dominant narratives 

across the dataset. By applying AI methods like 

NLP within public discourse analysis, this study 

highlights the evolving integration of computa-

tional tools into environmental and communica-

tion research disciplines. Understanding social 

media discourse is crucial in Nigeria, where 

growing digital engagement increasingly influ-

ences both political accountability and climate 

action awareness. 

 

Methodology 

This study explores the narratives surrounding 

the Borno flood by analysing 500 X (formerly 

Twitter) posts from public figures, organisations, 

and individuals between September 2024 and 

April 2025. The research question focuses on 

how climate change, government negligence, 

and aid efforts are discussed. Using natural lan-

guage processing (NLP) and manual sentiment 

analysis, the posts were categorised into themes 

such as climate change awareness, government 

accountability, and humanitarian support. Senti-

ment labelling was applied to classify tweets into 

positive, negative, or neutral categories. The 

framework draws on social media discourse 

analysis to evaluate public sentiment and narra-

tive shifts. After the paper was written, it was fed 

to ChatGPT for grammatical errors and refine-

ment.  

Ethical Considerations 

Ethical guidelines were adhered to by anonymis-

ing users' identities and ensuring consent for 

public data usage. 

 

Findings 

The analysis of 500 X (formerly Twitter) posts 

revealed several key themes regarding the Borno 

flood and climate change awareness. Firstly, 

while climate change was frequently referenced, 

the explicit link between the flood and climate 

change was more common among organisations 

and public figures such as @FAONigeria and 

@oxfaminnigeria. However, individual users 

were less likely to frame the disaster in this way, 

highlighting a gap in grassroots climate con-

sciousness. 

The findings reveal that government negligence 

dominated negative sentiments (50%), while do-

nations and non-governmental efforts attracted 

positive responses (35%). Climate change aware-

ness, although emerging, remained secondary, 

taking up the remaining 15% for neutral senti-

ments. The negative sentiments involved dis-

course that expressed anger towards government 

negligence and corruption, especially regarding 

negligence of the environment and mismanage-

ment of relief funds. Notable accusations includ-

ed the embezzlement of flood victim funds by 

Governor Zulum of Borno State, as voiced by us-

ers like @OfficialAzzaki, and widespread distrust 

about the distribution of aid. The critiques large-

ly centred on inefficiency and lack of transparen-

cy, similar to public sentiments observed after 

previous flooding events in Nigeria. Relief efforts 

were largely praised, especially those by NGOs 

and individuals, making up the positive respons-

es. While government initiatives were viewed 

with scepticism, private donations were recog-

nised for their swift and impactful response. 

Linking this to the Ogunpa flooding, it becomes 

evident that historical government inaction, such as 

after the catastrophic floods of the 1980s, has been 

a recurring theme. Like Borno, the Ogunpa flood 



 disaster faced similar government negligence, 

leading to repeated flooding events, including in 

1960, 1963, 1978, 1980, and 2011 (Adegbola 

2012). The failure to implement lasting infra-

structure solutions or provide adequate response 

remains a critical issue, underlined by both the 

Ogunpa and Borno flood cases. 

Interestingly, the analysis also revealed a gap in 

effective AI or sentiment analysis tools for fully 

capturing the nuance of local languages and dia-

lects, which may have limited the depth of cer-

tain social media sentiments. Moreover, tradi-

tional manual coding proved time-consuming 

and limited in scope, suggesting a need for more 

refined AI models capable of identifying subtle 

shifts in public mood. 

 

Interdisciplinary implications 

This research bridges the fields of climate stud-

ies, history, social media analysis, and digital hu-

manities by applying natural language pro-

cessing (NLP) to analyse public discourse on cli-

mate change in Nigeria. It has significant impli-

cations for Nigerian and African contexts, offer-

ing insights into public attitudes towards gov-

ernment response and climate change. The find-

ings can inform policy development, especially 

in disaster preparedness and climate resilience 

strategies. In educational settings, the study 

demonstrates the value of integrating AI tools 

into social sciences. However, resource con-

straints in low-resource settings, such as limited 

access to technology and data, may hinder simi-

lar future research. 

 

Conclusion  

This study highlights the growing recognition of 

climate change in public discourse surrounding 

natural disasters in Nigeria, particularly the 

2024 Borno flood. By analysing over 500 tweets 

using natural language processing (NLP) and 

sentiment analysis, we found that the public 

overwhelmingly blamed the government for in-

adequate disaster response, while also acknowl-

edging the significant role of NGOs and private 

individuals in relief efforts. The sentiment analy-

sis revealed a predominantly negative sentiment 

towards the government, with positive responses 

mainly centred on aid and donations. 

Despite the valuable insights gained, there are 

limitations. Such as the exclusion of non-X 

(formerly Twitter) platforms and the inability to 

capture nuanced local narratives. Additionally, 

the focus on public discourse may not fully rep-

resent government action or broader societal re-

sponses. However, the study provides practical 

references for improving government transpar-

ency, climate-resilient policies, and disaster 

management. The findings suggest that social 

media can be a powerful tool for raising aware-

ness and influencing policy, especially in con-

texts where traditional media may be limited. 

The study also offers theoretical contributions by 

demonstrating the intersection of AI and social 

media in understanding public opinion. It is rec-

ommended that future research expand the 

scope to include more platforms and incorporate 

more localised data to provide a fuller picture of 

climate change narratives and governance. 
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Categories developed from the tweets: 

 

 

 

Appendix  

Table summarising the main tweets: 

 

 

 

 

Word Annotation 

Flood Natural disaster (Environmental Crisis) 

Relief Aid, Donations, Humanitarian Efforts 

Tax waiver Government Economic Support 

Corruption Governance Failure 

Donation Humanitarian Support 

Boko Haram Security Threat, Violence 

Recovery Post-Disaster Development 

Excavator, Medical supplies Infrastructure/Material Support 

Marginalisation Governance/Political Discontent 

Palliative Emergency Support, Relief Materials 

World Bank International Aid 

N1bn Large-Scale Donation 

Humanitarian work Philanthropy 

Foundation (DIF) Charitable Organisation 

Category Description Example Handles 

Climate Change/
Environmental Risk 

Tweets linking 
floods to climate 

@firehorse249791 

Humanitarian Dona-
tions and Aid 

Tweets praising or 
announcing dona-
tions to victims 

@PeterObi, @Tripz1958092, 
@ChidiNdumnego, 
@oxfaminnigeria 

Government Eco-
nomic Support 

Actions like tax 
waivers or equip-
ment donations 

@fairviewafrica, 
@Yawagist_, @Union_tv1, 
@NEDCOfficialNg 

Governance Failure/
Negligence 

Tweets criticising 
government failure 
or corruption 

@OfficialAzzaki, 
@dazzy_kay, @Jidda_Jnr, 
@Gboye3000 

Governance Frustra-
tion and Injustice 

Tweets expressing 
dissatisfaction with 
the political re-

@mazi_chiadikaebube, 
@Okechukwu_Chinonso 

Disaster Recovery 
Plans 

Initiatives to rebuild 
or seek global aid 

@SundiataPostNgr 

Large Philanthropic 
Donations 

Corporate or organi-
sational contribu-
tions 

@TheTochligt003, 
@TheWhistlerNG 

Handle Theme Summary 

@firehorse249791 Climate Change 
Warned of Lagos and Borno 
flood risks linked to climate 

@PeterObi Donations/Aid 
Expressed sympathy for Bor-
no flood victims and urged 

@Tripz1958092 Donations/Aid De- Defended Peter Obi's flood 

@ChidiNdumnego Donations/Aid 
Emphasised Peter Obi’s non-
partisan visit to Borno flood 

@mazi_chiadikaeb
ube 

Governance Frus-
tration 

Linked the Borno crisis to 
regional injustice and security 

@OdogwuAkpos Government Negli- Criticised the selective focus 

@Okechukwu_Chi
nonso 

Governance Frus-
tration 

Echoed frustrations about 
insecurity and marginalisa-

@fairviewafrica Government Aid 
Reported the Borno govern-
ment's two-year tax waiver for 

@Yawagist_ Government Aid 
Confirmed the two-year tax 
waiver for flood victims. 

@Union_tv1 Government Aid 
Confirmed Borno’s two-year 
tax waiver for traders impact-

@itz_flexible Government Aid 
Reiterated Governor Zulum’s 
two-year tax waiver for flood-
affected businesses. 

@OfficialAzzaki 
Government Negli-
gence/Corruption 

Accused the Borno govern-
ment of mismanaging flood 

@dazzy_kay Government Negli- Alleged misuse of flood relief 

@phredaa_ Donations/Aid 
Praised donations to flood 
victims, including Borno. 

@oxfaminnigeria Humanitarian Aid 
Distributed hygiene kits to 
Borno flood victims. 

@NEDCOfficialNg 
Government Aid/
Relief 

Announced donation of an 
excavator and supplies for 

@Jidda_Jnr 
Governance Frus-
tration 

Complained about palliative 
diversion in the Borno flood 

@Gboye3000 
Governance Cri-
tique 

Criticised the government’s 
priorities over flood victim 

@TheTochligt003 Donations/Aid 
Reported Dangote commit-
tee's donation of N1bn relief 

@TheWhistlerNG Donations/Aid 
Reported the donation of 
N1bn worth of flood relief 

@SundiataPostNgr Recovery Plans 
Reported Governor Zulum’s 
request for World Bank sup-
port for flood recovery. 
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Abstract 

In the digital era, the internet and social me-

dia platforms have emerged as predominant 

channels for news production and distribu-

tion. This transition has led to a noticeable 

increase in the quantity and accessibility of 

news sources. While this democratisation of 

information is beneficial, it also presents chal-

lenges. Notably, the proliferation of false news 

and misinformation, which pose significant 

threat to societal stability and the public's ca-

pacity to differentiate between reality and 

falsehood. This issue is particularly prevalent 

in Pidgin-speaking communities in West Afri-

ca, where reliance on social media for news is 

prevalent. Misinformation spreads widely in 

domains such as politics, health (e.g., herbal 

remedies, vaccines), and finance (e.g., Ponzi 

schemes, fraudulent business opportunities). 

Furthermore, the rise of misinformation 

through AI-generated multimedia content 

presents challenges in detection, as such con-

tent is inherently intricate to analyse using 

traditional fact-checking methods. To address 

these challenges, this study proposes a hybrid 

AI-driven fact-checking model that leverages 

graph neural networks (GNNs) and Trans-

former-based architectures to enhance misin-

formation detection across various modalities. 

The proposed system integrates Transformer 

models such as BERT and RoBERTa for textu-

al misinformation analysis, a convolutional 

neural network (CNN)-based deepfake detec-

tion for multimedia verification, and GNNs for 

modelling misinformation propagation within 

social networks. By combining content analysis 

with network-based misinformation tracking, 

this research aims to develop a comprehensive 

and efficient fact-checking framework capable 

of addressing the evolving landscape of digital 

misinformation. 

 

Introduction 

The rapid spread of misinformation through 

social media platforms has raised concerns re-

garding its impact on public opinion. Along 

with the myriad benefits of this connectivity, 

e.g., the ability to share information instanta-

neously with a large audience, the spread of 

inaccurate and misleading information has 

emerged as a major problem. Misinformation 

spread via social media has far-reaching conse-

quences, including the potential to create false 

narratives related to health (e.g., COVID-19 

and vaccine misinformation), politics (e.g., 

election interference), and religion (e.g., incit-

ing sectarian tensions), and these continue to 
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 cause widespread confusion, distrust, and in 

some cases, violence. While significant advances 

have been made in misinformation detection, 

the focus remains largely on monolingual high-

resource contexts, with low-resource languages 

often overlooked, as the majority of research in 

this field has concentrated on the English lan-

guage. The human-based fact-checking efforts 

currently in place are overwhelmed and often 

ineffective in identifying AI-generated misinfor-

mation, especially deepfakes and synthetic text, 

leaving vulnerable communities exposed to digi-

tal manipulation. Despite the prevalence of Pidg-

in English in West Africa, there is a noticeable 

lack of research and resources dedicated to this 

language variant.  

 

For instance, during events like the Ebola out-

break, culturally ingrained misinformation, in-

cluding conspiracy theories and false remedies, 

has had a detrimental impact on the public. 

These regions encounter barriers in accessing 

reliable fact-checking sources due to language 

barriers and limited digital literacy. Despite 

Pidgin being a widely spoken lingua franca, it is 

often disregarded in natural language processing 

models. Many studies rely on high-resource lan-

guage datasets, leading to challenges in model 

performance when applied to low-resource lan-

guages due to differences in linguistic structures 

and cultural contexts. A significant portion of 

existing research focuses solely on textual data, 

neglecting the multimodal nature of misinfor-

mation, which often includes images, videos, and 

network propagation patterns. The amalgama-

tion of Pidgin and English in content further 

complicates the identification of misinformation, 

exacerbated by the absence of advanced AI fact-

checking tools tailored for effective Pidgin pro-

cessing. Traditional verification methods en-

counter difficulties with low-resource languages, 

and existing automated systems exhibit bias to-

wards high-resource languages, rendering them 

ineffective when applied to low-resource lan-

guages.  

Addressing these challenges necessitates the de-

velopment of hybrid, multimodal models that 

integrate textual analysis, multimedia content 

evaluation, and network propagation under-

standing, all tailored to the linguistic and cultur-

al specifics of the target communities. This study 

proposes a hybrid, multimodal fact-checking 

framework that leverages the strengths of three 

AI paradigms: Transformers for textual misin-

formation detection, convolutional neural net-

works (CNNs) for multimedia analysis, and 

graph neural networks (GNNs) for modelling 

how misinformation spreads across digital plat-

forms. The framework is specifically tailored to 

process content in Nigerian Pidgin and to identi-

fy misinformation in critical domains such as 

health, politics, and religion. This hybrid ap-

proach not only ensures content verification but 

also provides a deeper insight into the dissemi-

nation of misinformation within Pidgin-speaking 

online communities. Additionally, the model in-

corporates bias-mitigation strategies, including 

multilingual training datasets and fairness-

aware machine learning techniques, to enhance 

fact-checking accuracy in marginalised regions 

of West Africa.  

 

This study seeks to bridge the gap in misinfor-

mation detection for low-resource languages and 

marginalised communities by introducing a scal-

able, context-aware, and multimodal verification 

system. By enhancing fact-checking capabilities 

for both textual and multimedia content, the re-

search will contribute to low-resource natural 

language processing, misinformation detection, 

and AI ethics, offering a more inclusive and cul-

turally relevant approach to combating digital 

misinformation. 

 

Objectives of the Study 

Design and implement a hybrid artificial intelli-

gence model that integrates Transformer-based 

architectures for textual analysis, convolutional 

neural networks (CNNs) for multimedia content 



 evaluation, and graph neural networks (GNNs) 

for modelling misinformation propagation. 

Investigate how misinformation spreads differ-

ently across health, political, and religious do-

mains within Pidgin-speaking communities. Uti-

lise GNNs to model these dissemination pat-

terns, providing insights into the dynamics of 

misinformation propagation in various contexts. 

Assess the influence of deploying an AI-driven 

fact-checking framework in Pidgin on public 

trust in information sources. 

 

Research Questions 

The following research questions have been cre-

ated to guide the research.  

 

• How can a hybrid AI model integrating 

Transformers, CNNs, and GNNs effectively 

detect and mitigate misinformation in Pidgin

-speaking West African communities, partic-

ularly concerning health, politics, and reli-

gion? 

• What are the unique linguistic and cultural 

challenges in processing Pidgin English con-

tent, and how can AI models be adapted to 

address these challenges in misinformation 

detection? 

• How can bias mitigation techniques, such as 

multilingual training datasets and fairness-

aware machine learning methods, enhance 

the accuracy and fairness of misinformation 

detection in marginalised regions? 

• In what ways do the propagation of misinfor-

mation differ across health, political, and re-

ligious domains within Pidgin-speaking com-

munities, and how can GNNs model these 

dissemination patterns? 

• Will AI-driven fact-checking framework in 

Pidgin influence public trust in information 

propagated using this multi-lingual frame-

work? 

Literature Review 

Accessing reliable fact-checking sources for low-

resource languages like Nigerian Pidgin presents 

significant technical challenges. These challeng-

es stem from data scarcity, linguistic complexi-

ties, and the lack of specialised tools tailored to 

these languages. However, recent advancements 

in natural language processing (NLP) and cross-

lingual learning have proposed innovative solu-

tions to address these barriers. This review ex-

plores the technical barriers and solutions, 

drawing insights from relevant research papers. 

 

For instance, Mahl et al. (2024) address the im-

balance in research focus on fact-checking initia-

tives primarily in the Global North, particularly 

the United States, by introducing a context-

sensitive framework for analysing fact-checking 

cultures. The study highlights the need for 

broader comparative studies in fact-checking. 

Mridha et al. (2021) delve into the critical chal-

lenge faced by organisations in detecting fake 

news online and the efficacy of deep learning 

techniques in addressing this issue. Their review 

highlights the superiority of deep learning ap-

proaches such as Attention, Generative Adver-

sarial Networks, and Bidirectional Encoder Rep-

resentations for Transformers in fake news de-

tection. By categorising and evaluating these ad-

vanced techniques, the paper emphasises the 

need for further research to enhance the accura-

cy and efficiency of fake news detection.  

Školkay and Filin (2019) aimed to evaluate the 

effectiveness of artificial intelligence (AI) tools in 

combating misinformation by analysing and 

ranking existing AI-based solutions for fake 

news detection and fact-checking. Their research 

utilises a comparative analytics approach to as-

sess the accuracy and comprehensiveness of 

these intelligent systems. Chaka (2022) delves 

into the realms of digital marginalisation, data 

marginalisation, and algorithmic exclusions 

within the context of the Global South. Chaka 

sheds light on how underrepresented users and 



 communities face marginalisation and exclusion 

through the use of digital technologies, big data, 

and algorithms by various entities. 

 

According to Wang, Zhang, and Rajtmajer 

(2023), low-resource languages (LRLs) like 

Pidgin face significant technical barriers, includ-

ing limited annotated datasets, inadequate digi-

tal tools, and a lack of research attention. These 

challenges hinder effective misinformation de-

tection and access to reliable fact-checking 

sources. Solutions include developing language-

agnostic models that can operate across diverse 

linguistic contexts, improving data collection 

practices, and fostering interdisciplinary collab-

oration. Additionally, enhancing multilingual 

training can significantly boost detection perfor-

mance, ensuring that LRLs are not overlooked in 

misinformation moderation efforts. 

 

Though Lin et al. (2023) do not specifically ad-

dress technical barriers and solutions for access-

ing reliable fact-checking sources for low-

resource languages like Pidgin, it highlights chal-

lenges such as data scarcity and orthographic 

variation, which hinder effective spoken lan-

guage processing. The proposed solutions in-

clude collecting a large-scale parallel English-

Pidgin corpus and employing cross-lingual adap-

tive training to improve model performance, 

which could indirectly support better access to 

reliable information by enhancing language pro-

cessing capabilities. 

 

Methodology 

• Data Collection: Gather Pidgin English con-

tent from social media platforms, news web-

sites, and fact-checking organisations. En-

sure the dataset includes examples from 

health, political, and religious contexts. Col-

lect images and videos associated with the 

textual data, focusing on content that has 

been identified as misinformation or verified 

information. 

• Social Network Data: Map the dissemination 

of misinformation by collecting data on how 

information spreads within Pidgin-speaking 

online communities. 

• Data Preprocessing: Normalise Pidgin Eng-

lish text, addressing issues like non-standard 

spelling and grammar. Implement tokenisa-

tion and remove noise to prepare the data for 

model training. Extract features from images 

and videos using CNNs to identify patterns 

indicative of misinformation, such as incon-

sistencies or manipulations. 

• Social Network Data: Construct graphs rep-

resenting the spread of information, where 

nodes represent users or posts, and edges 

represent interactions or shares. 

 

Model Development 

• Transformer Models: Fine-tune pre-trained 

models like BERT or RoBERTa on the Pidgin 

English dataset to capture contextual nuanc-

es in the text. 

• CNNs for Multimedia Analysis: Train CNNs 

to detect anomalies or manipulations in im-

ages and videos that are commonly associat-

ed with misinformation. 

• GNNs for Propagation Modelling: Utilise 

GNNs to analyse the structure of information 

dissemination networks, identifying patterns 

that are characteristic of misinformation 

spread. 

• Hybrid Integration: Combine the outputs of 

the Transformer models, CNNs, and GNNs to 

create a comprehensive system capable of as-

sessing the veracity of information across 

multiple modalities. 

• Fairness-Aware Algorithms: Implement algo-

rithms designed to detect and correct biases 

in model predictions, ensuring equitable per-

formance across different demographic 

groups. 



  

Evaluation 

Assess model accuracy, precision, recall, and F1-

score to evaluate effectiveness. 

1. Accuracy: The accuracy of a classification 

model gives the fraction of the predictions 

predicted correctly by the model. It could al-

so be expressed in percentage. Accuracy is 

simply defined as the ratio of the number of 

correct predictions to the total number of 

predictions. It is obtained with various posi-

tives and negatives in a confusion matrix. 

Accuracy                                              

eqn 1 

 

2. Precision: Precision is one indicator of a 

machine learning model’s performance—the 

quality of a positive prediction made by the 

model. Precision refers to the number of true 

positives divided by the total number of positive 

predictions (i.e., the number of true positives 

plus the number of false positives). Precision 

measures the number of positive classes that  

were accurately predicted. 

Precision =                                                    

eqn 2 

 

3. Recall: Whereas precision tries to obtain the 

correctly predicted positive class mathematically 

with a high degree of certainty. Recall does so 

too, but with a lesser degree of certainty. Recall 

measures the positive class prediction without 

much carefulness in the measurements.  

   Recall =                                                     

(eqn 3) 

 

4. F1 Score:  The F1 score combines the preci-

sion and recall in order to measure the accuracy 

of the model. The F1 score is simply the harmon-

ic mean of precision and recall. The F1 score is 

used to properly evaluate the performance of a 

model since the accuracy metrics cannot be used 

to evaluate an imbalanced model. 

   Mathematically; 

f1_score =                                                           

(eqn 4) 

User Studies: Conduct surveys or interviews with 

members of Pidgin-speaking communities to 

evaluate the system's impact on trust and infor-

mation consumption behaviours. 

 

Summary 

In conclusion, this research presents a compre-

hensive hybrid AI framework that effectively ad-

dresses the multifaceted challenge of misinfor-

mation in Pidgin-speaking West African commu-

nities, particularly within the domains of health, 

politics, and religion. By integrating Transform-

er-based models for nuanced textual analysis, 

convolutional neural networks (CNNs) for multi-

media content verification, and graph neural 

networks (GNNs) for modelling the propagation 

of misinformation across social networks, the 

proposed system offers a robust, multimodal ap-

proach to misinformation detection. 
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